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Abstract

In this work, three questions related to the Kontsevich–Zorich cocycle in the moduli space of

quadratic di�erentials are studied by using combinatorial techniques.

The �rst two deal with the structure of the Rauzy–Veech groups of Abelian and quadratic

di�erentials, respectively. These groups encode the homological action of almost-closed orbits

of the Teichmüller geodesic �ow in a given component of a stratum via the Kontsevich–Zorich

cocycle. For Abelian di�erentials, we completely classify such groups, showing that they are

explicit subgroups of symplectic groups that are commensurable to arithmetic lattices. For

quadratic di�erentials, we show that they are also commensurable to arithmetic lattices of sym-

plectic groups if certain conditions on the orders of the singularities are satis�ed.

The third question deals with the realisability of certain algebraic groups as Zariski-closures

of monodromy groups of square-tiled surfaces. Indeed, we show that some groups of the form

SO∗(2d) are realisable as such Zariski-closures.

Keywords

Riemann surface, Quadratic di�erential, Abelian di�erential, Translation surface, Half-trans-

lation surface, Teichmüller dynamics, Kontsevich–Zorich cocycle, Rauzy–Veech algorithm,

Square-tiled surface, Monodromy group
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Théorie combinatoire du cocycle de Kontsevich–Zorich

Résumé

En ce travail, trois questions liées au cocycle de Kontsevich–Zorich dans l’espaces de mo-

dules des di�érentielles quadratiques sont étudies avec des techniques combinatoires.

Les deux premières impliquent la structure des groupes de Rauzy–Veech des di�érentielles

abéliennes et quadratiques, respectivement. Ces groupes encodent l’action homologique des or-

bites presque fermées du �ot géodésique de Teichmüller dans une composante connexe donnée

d’une strate via le cocycle de Kontsevich–Zorich. Pour le cas abélien, on classi�e complètement

ces groupes et on montre qu’ils sont des sous-groupes explicites des groupes symplectiques, et

qu’ils sont commensurables avec des réseaux arithmétiques. Pour le cas quadratique, onmontre

qu’ils sont aussi commensurables avec des réseaux arithmétiques si certaines conditions sur les

ordres des singularités sont satisfaites.

La troisième question implique la réalisabilité de certain groupes algébriques comme adhé-

rences de Zariski des groupes de monodromie des surfaces à petits carreaux. En fait, on montre

que quelques groupes de la forme SO∗(2d) sont réalisables comme telles adhérences.

Mots-clés

Surface de Riemann, Di�érentielle quadratique, Di�érentielle abélienne, Surface de transla-

tion, Surface de demi-translation, Dynamique de Teichmüller, Cocycle de Kontsevich–Zorich,

Algorithme de Rauzy–Veech, Surface à petits carreaux, Groupe de monodromie
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Introduction

Ce travail s’inscrit dans le cadre de la dynamique de Teichmüller, un domaine riche dont les

techniques combinent des méthodes provenant de l’analyse complexe, la géométrie di�éren-

tielle, la géométrie algébrique et la combinatoire pour comprendre les propriétés dynamiques

de l’espace de modules des surfaces de Riemann (ou, plus précisément, de son �bré cotangent).

Après présenter quelques aspects basiques de la théorie dans le Chapitre 1, il se compose de

trois résultats principaux : la classi�cation complète des groupes de Rauzy–Veech des surfaces

de translation (Chapitre 2), la classi�cation partielle des groupes de Rauzy–Veech des surfaces

de demi-translation et la simplicité des spectres de Lyapunov dans certains cas (Chapitre 3) et la

réalisabilité de quelques groupes orthogonales quaternioniques comme adhérences de Zariski

de certains groupes de monodromie des surfaces à petits carreaux (Chapitre 4).

Une surface de Riemann est une variété complexe et connexe de dimension complexe égal

à 1. On considérera que des surfaces de Riemann compactes, possiblement avec un nombre

�ni de points enlevés. Les surfaces de Riemann sont, en particulier, des surfaces réelles de

dimension égal a 2. Le théorème de classi�cation des surfaces topologiques compactes implique

alors que, au niveau topologique, une surface est complètement classi�é par son genre (c’est-à-

dire le nombre de « poignées ») et le nombre de points enlevés. Néanmoins, au niveau complexe

il existent des surfaces di�érentes qui ont le même genre et nombre de points enlevés.

Le théorème d’uniformisation a�rme que le revêtement universel de toute surface de Rie-

mann de caractéristique d’Euler négative est le demi-plan complexe supérieur H. Cet espace

admet une structure complexe naturelle (héritée de la structure complexe de C), ainsi qu’une

métrique hyperbolique. De plus, les groupes Aut(H) des fonctions biholomorphes H→ H et le

groupe Isom+(H) des isométries H→ H qui préservent l’orientation coïncident : ils sont égales

au groupe des transformations de Möbius. On obtient que toute surface de Riemann est de la

forme G
∖
H , oùG ≤ Aut(H) = Isom+(H). En outre, on obtient l’équivalence entre les surfaces

de Riemann et les surfaces hyperboliques. Cette équivalence peut être utilisée pour donner des

exemples concrets des surfaces de Riemann.

On est prêt maintenant pour donner la dé�nition de l’espace de Teichmüller des surfaces

de Riemann. Si S est une surface topologique �xée, on dit que (X, f ) est une surface de Rie-

mann marquée si f : S → X est un homéomorphisme qui préserve l’orientation. Alors, l’espace

de Teichmüller T(S) de S est l’espace de surfaces de Riemann marquées modulo les homéomor-

1



2 INTRODUCTION

phismes de S qui sont isotopes à l’identité S → S.

Pour dé�nir une métrique dans l’espace de Teichmüller, on a besoin de la notion d’applica-

tion quasiconforme. Un homéomorphisme h : X →Y , où X etY sont des surfaces de Riemann,

est ditK-quasiconforme, pour un réelK ≥ 1, s’il transforme des cercles in�nitésimaux en ellipses

in�nitésimales dont les rapports d’aspect sont bornés par K. En plus, il est dit quasiconforme

s’il est K-quasiconforme pour un K ≥ 1. Pour une application h ∈ Homéo(X,Y ), on note

Kh = inf{K ≥ 1 | h est K-quasiconforme} qui est égal a∞ si h n’est pas quasiconforme. Alors,

pour [X, f ], [Y , g] ∈ T(S) on pose :

dT([X, f ], [Y , g]) = inf
{

1
2

logKh
��� h ∈ Homéo(X,Y ) isotope à g f −1

}
.

D’après le théorème d’application de Riemann mesurable, l’espace cotangentT ∗XT(S) peut
être identi�é avec l’espace QX des di�érentielles quadratiques méromorphes dé�nies sur X avec

des pôles d’ordre au plus 1. On appelle le �bré cotangent de T(S) l’espace de Teichmüller des
di�érentielles quadratiques.

Les théorèmes de Teichmüller, d’autre part, a�rment que pour toutes [X, f ], [Y , g] ∈ T(S)
il existe une application quasiconforme σ : X → Y dans la classe d’isotopie de g f −1 avec

Kσ = dT([X, f ], [Y , g]). Cette application est appelée une application extrémale. En outre, ils

a�rment qu’il existent des atlas sur X etY qui sont compatibles avec les structures complexes

et dont les applications de transition sont de la forme ±z + c, sauf pour voisinages d’un nombre

�ni de points, tels que σ est une dilatation par
√
Kσ dans la direction horizontal et une contrac-

tion par
√

1/Kσ dans la direction vertical. Un tel atlas sur X est équivalent à une di�érentielle

quadratique méromorphe sur X avec des pôles au plus simples. Alors, les applications extré-

males peuvent être interprétées comme des matrices de la forme diag(et, e−t) en termes de

di�érentielles quadratiques sur les surfaces de Riemann. L’action de ce groupe est appelée le

�ot géodésique de Teichmüller sur l’espace de Teichmüller des di�érentielles quadratiques. On

peut aussi dé�nir, d’une manière analogue, une action de SL(2, R) sur l’espace de Teichmül-

ler des di�érentielles quadratiques. Alors, le �ot géodésique de Teichmüller correspond à la

sous-action par le sous-groupe des matrices diagonales.

Le groupe modulaire Mod(S) agit sur T(S) en changeant le marquage. L’espace de modules

des surfaces de RiemannM(S) est le quotient de T(S) par l’action de Mod(S). Ainsi, il peut être
interprété comme l’espace des surfaces de Riemann non-marquées. Le �bré cotangent deM(S)
est appelé l’espace de modules des di�érentielles quadratiques. L’action de SL(2, R) est compatible

avec l’action de Mod(S), donc elle est aussi dé�nie sur l’espace de modules des di�érentielles

quadratiques.

Une surface plate est une surface de Riemann munie d’une di�érentielle quadratique mé-

romorphe avec des pôles au plus simples. On peut dé�nir les espaces de Teichmüller et de

modules des surfaces plates : ils sont exactement les espaces de Teichmüller et de modules

des di�érentielles quadratiques, respectivement. En plus, certaines di�érentielles quadratiques
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peuvent être écrites comme des carrés globaux des di�érentielles abéliennes. Dans ce cas, la

surface plate est appelée une surface de translation. Elle est appelé une surface de demi-translation

sinon.

Une manière combinatoire et équivalente de dé�nir une surface plate est la suivante : une

surface plate est une collection �nie de polygones sur C avec une manière d’identi�er paires

de côtés « opposés » par translations et rotations d’angle π. Ces collections sont identi�ées par

une relation d’équivalence : deux telles collections sont équivalentes s’il est possible de couper

et coller la première collection le long de lignes droites et de recoller les morceaux en utilisant

les identi�cations pour obtenir la deuxième collection. En d’autres termes, il existe une série

d’opérations de coupure et recollement qui transforme l’une en l’autre.

Le cocycle de Kontsevich–Zorich est le cocycle qui code l’action homologique du �ot géo-

désique de Teichmüller ou de l’action de SL(2, R). L’algorithme de Rauzy–Veech est une

manière combinatoire de comprendre le cocycle de Kontsevich–Zorich : il nous donne des

bases des groupes d’homologie et des opérations de coupure et recollement concrètes qui per-

mettent de calculer des matrices explicites. Ces matrices sont symplectiques car elles préservent

les nombres d’intersection des courbes. Les groupes de Rauzy–Veech sont les sous-groupes des

groupes symplectiques induits par cet algorithme. Dans le Chapitre 2, on calcule ces groupes

pour le cas abélienne :

Théorème A. Les groupes de Rauzy–Veech des surfaces de translation sont des sous-groupes d’indice

�ni explicites des groupes symplectiques.

Dans le Chapitre 3, on calcule ces groupes pour certains cas quadratiques :

Théorème B. Les groupes de Rauzy–Veech de certaines surfaces de demi-translation sont des sous-

groupes d’indice �ni explicites des groupes symplectiques. Alors, dans ces cas, les spectres de Lyapunov du

cocycle de Kontsevich–Zorich sont simples.

Une surface à petits carreaux est une surface de translation composé des carrés unitaires dont

les côtés sont identi�és par translation. L’action de SL(2, Z) préserve les surfaces à petits car-

reaux dites réduites. Le sous-groupe de SL(2, Z) qui préserve une surface à petits carreaux �xée
M est appelé son groupe de Veech SL(M) et il est un sous-groupe d’indice �ni de SL(2, Z). Le
groupe de monodromie de M est le sous-groupe du groupe symplectique induit par l’action en

homologie de SL(M). La liste des groupes algébriques qui sont réalisables comme adhérences

de Zariski des groupes de monodromie des surfaces à petits carreaux est contrainte par des

conditions algébro-géométriques. Néanmoins, on ne sais pas quels groupes de cette liste sont

en e�et réalisables. Dans le Chapitre 4, on montre que certains groupes le sont :

Théorème C. Certains groupes de la forme SO∗(2d), dits groupes orthogonales quaternioniques, sont
réalisables comme groupes de monodromie des surfaces à petits carreaux.
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Chapter 1

Background

In this chapter, we present the required background on Teichmüller geometry and dynam-

ics. Parts of the following exposition were adapted from the minicourses given by Christian

Leininger and Carlos Matheus during the summer school “Teichmüller dynamics, mapping

class groups and applications” that took place at Institut Fourier in June 2018.

In an attempt to be fair when attributing credit, we will refer to the original articles if pos-

sible even when they are very old or di�cult to read. Nevertheless, there are excellent books

and surveys containing most of what is covered in this chapter. A fairly incomplete list is the

following: the books by Farb and Margalit [FM12], Imayoshi and Taniguchi [IT92], Ahlfors

[Ahl06], Hubbard [Hub06; Hub16] and Labourie [Lab13], the surveys by Forni and Matheus

[FM14], Wright [Wri15], Zorich [Zor06] and Viana [Via06] and the lecture notes by Yoccoz

[Yoc10].

1.1 Teichmüller geometry

Teichmüller geometry is the study of collections of Riemann surfaces. It is one of many exam-

ples in mathematics that show that studying suitable families of objects may provide valuable

information about the individual objects themselves. The main actors are the Teichmüller

space and the moduli space of Riemann surfaces. The former is the collection of Riemann

surfaces up to di�eomorphisms that are isotopic to the identity and it is simply connected (in

fact, homeomorphic to a ball in a Euclidean space!). The latter is the quotient of the former by

the mapping class group and its topology and geometry are quite mysterious.

We will start this chapter with an overview of results relating complex and hyperbolic struc-

tures on surfaces. These results are already very deep and insightful. Many of them took quite

a long time to be rigorously proved.

Then, we will de�ne the Teichmüller space of Riemann surfaces, and the Teichmüller met-

ric and the Teichmüller geodesic �ow on it. To this end, we will develop some of the theory

of quasiconformal mappings, which are homeomorphisms mapping in�nitesimal circles to in-

5
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�nitesimal ellipses of bounded aspect ratios.

Afterwards, we will discuss the topic of deformations of Riemann surfaces via Beltrami and

quadratic di�erentials. These spaces can be interpreted as the tangent and cotangent bundles

of the Teichmüller space of Riemann surfaces, respectively. The main results of this part are

the measurable Riemann mapping theorem, due to Alhfors and Bers, and one of Teichmüller’s

theorems.

We �nish this section by discussing the action of themapping class group of the Teichmüller

space of Riemann surfaces. The quotient by this action is themoduli space of Riemann surfaces,

which is the setting in which our work is actually developed.

1.1.1 Riemann surfaces and the uniformization theorem

A Riemann surface is a manifold (possibly with a nonempty boundary) modelled over C whose

transition maps are holomorphic. That is, it is a one-dimensional complex-analytic manifold.

An atlas de�ning such a manifold is called a complex structure. Since it is always possible to

restrict to connected components, every Riemann surface that we consider will be connected.

We say that a map between two Riemann surfaces is holomorphic if it is holomorphic when

composed with any of the relevant coordinate charts. If this map is bijective and its inverse is

also holomorphic, we say that it is biholomorphic. When a biholomorphic map exists between

two Riemann surfaces, we think of them as being “equal up to renaming” and we say that

such surfaces are biholomorphic. Thus, in more abstract terms, biholomorphic maps are the

isomorphisms in the category of Riemann surfaces.

A surface is said to be closed if it is compact and has an empty boundary. Since complex-

analytic manifolds are orientable when considered as real manifolds, the underlying topological

surface of a Riemann surface is completely characterised by an integer g ≥ 0, which is called

the genus of the surface [Dyc88; Ale15; Bra21]. Intuitively, this number is interpreted as the

number of “holes”: a genus-zero surface is a sphere, a genus-one surface is a torus and so on.

While the topological picture is quite simple, the complex-analytic picture is much more com-

plicated. Indeed, knowing that two Riemann surface have the same genus is far from enough

to conclude that they are biholomorphic.

We will allow punctures on closed Riemann surfaces, that is, the removal of �nitely many

points. In this case, we de�ne the genus to be the same as it was before removing such points.

The Euler characteristic of a punctured closed Riemann surface X is de�ned to be the integer

χ(X) = 2 − 2g − n, where n is the number of punctures.

Given a Riemann surface X , we will write X̃ for its universal cover. The space X̃ is a surface

and admits a complex structure such that the covering map q : X̃ → X is locally biholomorphic.

Indeed, this structure is de�ned by pulling the coordinate charts of X back by q.

Let H be the upper half-plane {z ∈ C | Im(z) > 0}. This space admits a natural Riemann

surface structure inherited from the complex structure of C. The uniformization theorem

[Poi08; Koe09; Koe10b; Koe10a; Koe11; Koe12; Koe14] implies the following:
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Theorem 1.1.1 (Uniformization theorem). Let X be a Riemann surface with χ(X) < 0 and let

X̃ be its universal cover. Then, exists a biholomorphic map D : X̃ → H.

The group of deck transformations of the covering map q : X̃ → X is naturally isomorphic

to π1(X). We will identify these two groups by de�ning a group action of π1(X) on X̃ by

biholomorphic deck transformations.

Let Aut(H) be the group of biholomorphic maps H → H. It is well-known that a map

T : H→ H belongs to Aut(H) if and only if it is a Möbius transformation, that is,T (z) = az+b
cz+d for

a, b, c, d ∈ R satisfying ad − bc = 1. This fact allows us to de�ne a group action of SL(2, R)
on H. The kernel of this action is the subgroup {Id, −Id}, which shows that Aut(H) can be

identi�ed with SL(2, R)/{Id, −Id} = PSL(2, R).
LetX be a Riemann surface with χ(X) < 0 and letD be as in Theorem 1.1.1. We have that,

for every γ ∈ π1(X), the map ρ(γ) = DγD−1 : H → H is biholomorphic, so we obtain a well-

de�ned group monomorphism ρ : π1(X) → Aut(H). The group G = ρ(π1(X)) is a subgroup
of PSL(2, R) which is uniquely de�ned up to conjugation. We can de�ne a Riemann surface

structure on G
∖
H by pushing the complex structure of H forward by the covering map p. By

letting q−1 : X → X̃ be any map such that q−1q = Id, we de�ne a map σ = pDq−1 : X → G
∖
H .

This map does not depend on the choice of q−1. Indeed, if x̃, ỹ ∈ X̃ satisfy q(x̃) = q(ỹ), then
there exists γ ∈ π1(X) such that γ · x̃ = ỹ. Therefore, ρ(γ) · D(x̃) = D(ỹ) and we conclude that

pD(x̃) = pD(ỹ). Furthermore, the map σ : X → G
∖
H is biholomorphic since both p and q are

locally biholomorphic. We have, thus, proved the following corollary of Theorem 1.1.1:

Corollary 1.1.2. Let X be a Riemann surface with χ(X) < 0. Then, there exists a subgroup G of

PSL(2, R) such that X and G
∖
H are biholomorphic. Moreover, the groupG is unique up to conjugation.

The previous theorem and corollary allow us to think of the universal cover of any Riemann

surface of negative Euler characteristic as the upper half-plane H and of the Riemann surface

itself as the quotient of the of H by some groupG. The subgroups of PSL(2, R) arising in this

way are called Fuchsian groups and, while they are rich and interesting objects, their study is

beyond the scope of this thesis.

1.1.2 Hyperbolic surfaces and Riemann surfaces

The upper half-plane carries a natural Riemannian metric given by ds = |dz |
Im(z) . That is, the

length of a curve θ : [0, 1] → H is given by `H(θ) =
∫ 1
0
|θ ′(t) |

Im(θ(t))dt. This metric is hyperbolic in the

sense that its curvature is constant and equal to −1. The Riemannian manifold (H, ds) is called
the hyperbolic plane. We will usually refer to this space asH for simplicity, as we will not endowH

with any other Riemannian metric. The group Isom+(H) of orientation-preserving isometries

of H is exactly PSL(2, R) acting by Möbius transformations. Moreover, the geodesics of H are

exactly the circles and lines orthogonal to the horizontal axis R.

The nontrivial elements of the group Isom+(H) are classi�ed as follows:
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Proposition 1.1.3. Any elementT ∈ PSL(2, R) \ {Id} satis�es exactly one of the following:
1. It �xes a point in H and is conjugate to cos(θ)z−sin(θ)

sin(θ)z+cos(θ) for some θ ∈ R. In this case,T is said to be

elliptic.

2. It �xes two points in R ∪ {∞}, it acts by translation on a geodesic and is conjugate to λ2z for

λ ∈ R. In this case,T is said to be hyperbolic.

3. It �xes a unique point in R∪ {∞} and is conjugate to z+1. In this case,T is said to be parabolic.

A hyperbolic surface is a two-dimensional manifold modelled overR2 endowed with a hyper-

bolic Riemannian metric. Given a closed Riemann surface X = G
∖
H with χ(X) < 0, we can

push the hyperbolic metric of H forward to X to de�ne a hyperbolic metric on it. By de�nition,

the covering map p : H→ X is a local isometry. We will always endow such a Riemann surface

with this metric and we will denote `X (θ) for the induced length of a curve θ .

Conversely, if X is a surface endowed with metric locally isometric to H, the Killing–Hopf

theorem [Kil91; Hop26] implies that the universal cover of X is isometric to H. As for the

case of Riemann surfaces, we can then prove that X is isometric to G
∖
H for some subgroup

G ≤ PSL(2, R).
The following proposition completes the parallel between Riemann and hyperbolic sur-

faces, showing that the hyperbolic and complex structures are compactible.

Proposition 1.1.4. Let X,Y be closed Riemann surfaces of genus at least two and f : X → Y be an

orientation-preserving homeomorphism. Then, f is biholomorphic if and only if it is an isometry.

Proof. In both cases, f lifts to a map f̃ : H → H. The proof then follows from the equality

Aut(H) = Isom+(H). �

Hyperbolic geodesics

Simple hyperbolic geodesics on hyperbolic surfaces can be obtained by “straightening out” any

simple closed curve on the surface, as shown by the following proposition. This is a very useful

fact that, in particular, allows us to construct Riemann surfaces from hyperbolic models below.

Proposition 1.1.5. Let X be a closed Riemann surface with χ(X) < 0. Let θ : [0, 1] → X be a

non-null-homotopic closed curve and γ = [θ] ∈ π1(X). Then,
1. there exists a unique closed geodesic θ∗ such that θ and θ∗ are freely homotopic;
2. ρ(γ) is hyperbolic; and
3. `X (θ∗) = 2 cosh−1

( | tr ρ(γ) |
2

)
.

Moreover, θ∗ is simple if θ is simple.

Proof. Let x = θ(0) = θ(1). For any x̃ ∈ H such that p(x̃) = x, there exists a lift θ̃ x̃ : [0, 1] → H

satisfying θ̃ x̃(0) = x̃. Fix x̃ ∈ p−1(x) and let θ̃ : R→ H be the curve such that θ̃ |[n,n+1] = θ̃γn ·x̃ for
each integer n. We have that γ �xes the two distinct points of limn→∞ γn · x̃ and limn→−∞ γn · x̃
of R ∪ {∞} and is, thus, hyperbolic. Therefore, it �xes the geodesic θ̃∗ having these two points
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as endpoints. We can de�ne θ∗ as the projection of θ̃∗ on X . To prove uniqueness, it is su�cient

to show that any other geodesic segment freely homotopic to θ has the same endpoints as θ̃∗.
This is a consequence of the fact that a free homotopy between two curves implies that they

are at a bounded distance by compactness of [0, 1] × [0, 1]. The formula for the length follows

from an elementary computation.

Finally, assume that θ is simple. Therefore, θ̃ is also simple, and so is θ̃∗ as geodesics of H
are always simple. Furthermore, γ = [θ] = [θ∗] ∈ π1(X) is primitive, so θ∗ is not a multiple of

a curve. �

Explicit construction of Riemann surfaces

The following construction is an example of the fruitful relation between hyperbolic geometry

and the theory of Riemann surfaces. Indeed, it is possible to construct all punctured closed

Riemann surfaces with negative Euler characteristic using hyperbolic geometry. We will sketch

this construction instead of providing rigorous proofs.

Step 1. Right-angled hexagons of H having geodesic boundaries are determined (up to

isometry) by alternating side lengths. We allow the vertices of these hexagons to lie inR∪{∞}.
Gluing two of these hexagons along their geodesic boundaries produces a “pair of pants” (a

sphere with three “holes”, which can be punctures or boundary components) with geodesic

boundaries.

Step 2. Pair of pants in H with geodesic boundaries are determined (up to isometry) by the

lengths of their boundaries.

Step 3. Gluing hyperbolic pairs of pants along their geodesic boundaries, in such a way that

no boundary component remains, produces a hyperbolic surface and, therefore, a Riemann

surface. If some vertices of the original hexagons belonged to R ∪ {∞}, the resulting surface

has punctures.

Step 4. Every punctured closed Riemann surface with negative Euler characteristic can be

built in this way. Indeed, given such a surface X we can �nd 3g − 3 + n disjoint closed simple

curves, where g ≥ 0 is the genus of X , inducing a pair of pants decomposition. These curves

can be straightened out to simple closed geodesic by the previous proposition, so we obtain a

pair of pants decomposition with geodesic boundaries.

Remark 1.1.6. This construction is closely related to the Fenchel–Nielsen coordinates of the Te-

ichmüller space of Riemann surfaces, explained in the next section.

1.1.3 The Teichmüller and moduli spaces of Riemann surfaces

Let S be an orientable topological (possibly punctured) closed surface. Amarked Riemann surface

is a pair (X, f ), where X is a Riemann surface whose underlying topological surface is S and

f : S → X is an orientation-preserving homeomorphism called a marking. We say that two

marked Riemann surface (X, f ) and (Y , g) are equivalent if there exists a biholomorphic map
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σ : X → Y such that σ f and g are isotopic. We de�ne the Teichmüller space of S to be the set

of marked Riemann surfaces up to equivalence:

T(S) = {[X, f ] | (X, f ) is a marked Riemann surface}.

This space was originally de�ned by Teichmüller [Tei44].

The Teichmüller metric

The Teichmüller space carries a natural metric called the Teichmüller metric. In order to de�ne

it, we �rst need to de�ne quasiconformal di�eomorphisms.

LetU ,V ⊆ C and f : U →V be an orientation-preserving di�eomorphism. Given K ≥ 1,

we say that f is K-quasiconformal if one has that

‖d fz‖2
det(d fz) ≤ K for every z ∈ U .

In the previous expression, ‖d fz‖ = supv,0
|d fz(v) |
|v | is the usual norm of linear functions.

Intuitively, a di�eomorphism is K-quasiconformal if it sends in�nitesimal circles to in-

�nitesimal ellipses whose aspect ratios are bounded by K.

Given a map f : U →V , we de�ne its coe�cient of quasiconformality K f ∈ R ∪ {∞} by

K f = inf{K ≥ 1 | f is K-quasiconformal}, with the usual convention inf � = ∞.

We say that f is quasiconformal if K f < ∞. This notion was introduced by Grötzsch [Grö28a;

Grö28b].

If f is holomorphic, its coe�cient of quasiconformality is 1. Moreover, pre- or post-

composing a di�eomorphism with a holomorphic map does not change its coe�cient of qua-

siconformality.

Now, let f : X → Y be an orientation-preserving di�eomorphism between two Riemann

surfaces X and Y . We say that f is quasiconformal if it is quasiconformal in local coordinates.

The coe�cient of quasiconformality is well-de�ned, as the transition maps of X and Y are

holomorphic.

As expected, the coe�cient of quasiconformality behaves well under compositions and in-

verses:

Proposition 1.1.7. Let X , Y and Z be Riemann surfaces and f : X → Y , g : Y → Z be K- and

K ′-quasiconformal di�eomorphisms, respectively. Then, f −1 is also K-quasiconformal and g f is KK ′-
quasiconformal.

The Teichmüller metric dT on T(S) is de�ned as

dT([X, f ], [Y , g]) = inf
{

1
2

logKh
��� h ∈ Di�eo+(X,Y ) isotopic to g f −1

}
.
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This metric is not a Riemannianmetric, but a Finsler metric. Indeed, it is induced by a weak

norm de�ned on the tangent space at each point of T(S). The resulting topology makes the

Teichmüller space homeomorphic to R6g−6+2n , where g ≥ 0 is the genus and n is the number

of punctures of S. This can be seen in terms of the explicit construction of Riemann surfaces

in terms of hyperbolic models. Indeed, the parameters are 3g − 3 + n positive real numbers

representing the lengths of the boundary components of the pairs of pants (which are called the

length parameters), together with 3g − 3 + n real numbers representing possible rotations along

the boundaries when gluing such pairs of pants (which are called the twist parameters). These

coordinates for the Teichmüller are called Fenchel–Nielsen coordinates and are real-analytic

[FN03].

From now on, we will assume that 3g − 3 + n > 0, so the Teichmüller space is not zero-

dimensional. This condition is stronger than χ(S) < 0. Moreover, the only surface with

negative Euler characteristic and 3g − 3 + n ≤ 0 is the thrice-punctured sphere.

Quasiconformal homeomorphisms

Let X and Y be Riemann surfaces. If we endow the group Homeo(X,Y ) of homeomor-

phisms between X and Y with the compact-open topology, then the closure of the subset of

K-quasiconformal di�eomorphisms is compact. We say that a homeomorphism f : X → Y is

K-quasiconformal if it belongs to this set. As for di�eomorphisms, given f ∈ Homeo(X,Y ) we
de�ne its coe�cient of quasiconformality by

K f = inf{K ≥ 1 | f is K-quasiconformal}

and we say that f is quasiconformal if K f < ∞.
While this de�nition is useful, it is di�cult to decide if a map is quasiconformal by rely-

ing on it alone. Therefore, we will now give an equivalent and more concrete de�nition of

quasiconformality.

LetU ,V ⊆ C and f : U →V be an orientation-preserving homeomorphism. Assume that

f has weak derivatives ∂ f
∂x and ∂ f

∂y which are represented by locally integrable functions. Let

fz = ∂z f =
1
2

(
∂ f
∂x
− i ∂ f

∂y

)
, fz = ∂z f =

1
2

(
∂ f
∂x
+ i

∂ f
∂y

)
.

Then, f is K-quasiconformal if and only if | fz | ≤ κ | fz | almost everywhere, where K = 1+κ
1−κ .

Such a map is actually di�erentiable almost everywhere and we have that ‖d f ‖
2

det dt ≤ K almost

everywhere. Moreover, orientation-preserving homeomorphisms that are di�eomorphisms

and satisfy ‖d f ‖
2

det dt ≤ K in all but �nitely many points are K-quasiconformal. Finally, it is clear

that these de�nitions can be extended to Riemann surfaces via local coordinates.

The next theorem by Grötzsch completely characterises quasiconformal maps in a simple

case, which is useful to develop intuition on how they behave.
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Theorem 1.1.8. Given a, b ≥ 0, let Ra = [0, a] × [0, 1] ⊆ C and Rb = [0, b] × [0, 1] ⊆ C. If

f : Ra → Rb is an orientation-preserving K-quasiconformal homeomorphism, then K ≥ b
a . Moreover,

equality is attained if and only if f (x + iy) = b
a x + iy for every x ∈ [0, a] and y ∈ [0, 1].

Proof. Since f is K-quasiconformal, the inequality | fx(p)|2 ≤ ‖d fp‖2 ≤ K det d f holds almost

everywhere. Therefore,

b2 ≤
(∫ 1

0

∫ a

0
| fx(u + iv)|dudv

)2

=

(∫
Ra
| fx(p)|dA

)2

≤ Ka
∫
Ra

det d f dA = Kab.

If equality is attained, then
(∫
Ra
| fx(p)|dA

)2
=

∫
Ra
| fx(p)|2dA, so | fx(p)|, ‖d fp‖ and det d f are

equal to b
a almost everywhere. This is enough to conclude that f (x + iy) = b

a x + iy. �

Beltrami and quadratic di�erentials

In this section, we will describe the tangent and cotangent bundles of the Teichmüller space

T(S) in terms of Beltrami and quadratic di�erentials, respectively.

Let X be a Riemann surface. We say that a di�erential form φ is a quadratic di�erential on X

if it is of the form φ(z)dz⊗dz = φ(z)dz2. That is, if (U , z) and (V , w) are two charts of X , where
U ,V ⊆ X and z : U → C, w : V → C are holomorphic functions, then for every p ∈ U ∩V :

φU (p) = φV (p)(∂zw(p))2 .

In other words, a quadratic di�erential is a section of the symmetric square Sym2(ω) of the
holomorphic cotangent bundle ω of X (also known as the canonical bundle). In this sense, it is

a (2, 0)-tensor. We say that a quadratic di�erential is holomorphic (resp. meromorphic) if its local

expression is given by holomorphic (resp. meromorphic) functions.

A dual notion is the following: a di�erential form µ is a Beltrami di�erential on X if it is of

the form µ(p)dz ⊗ (dz)−1 = µ(p) dzdz . That is, if (U , z) and (V , w) are two charts of X , where

U ,V ⊆ X and z : U → C, w : V → C are holomorphic functions, then for every p ∈ U ∩V :

µU (p) = µV (p)∂zw(p)
∂zw(p) .

In other words, a Beltrami di�erential is a section of ω ⊗ω∗ (where ω∗ should be interpreted as

the tensor-inverse of ω, which coincides with the holomorphic tangent bundle). In this sense, it

is a (−1, 1)-tensor. Of course, since this de�nition is local, a Beltrami di�erential does not de�ne

a function from X to C. Nevertheless, it is easy to see that from the above local expression that

| µU (p)| = | µV (p)| for every p ∈ X , so a Beltrami di�erential de�nes a function | µ| : X → R+.

We will denote by ‖ µ‖∞ the L∞-norm of | µ|.
The next theorem, that was originally proven by Ahlfors and Bers [AB60], shows the inti-

mate relation between quasiconformal maps and Beltrami di�erentials.
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Theorem 1.1.9 (Measurable Riemann mapping theorem). Let U ⊆ C and consider a measur-

able function µ ∈ L∞(U ) satisfying ‖ µ‖∞ < 1. Then, there exists a K-quasiconformal orientation-

preserving homeomorphism f : U → C, with K = 1+‖ µ‖∞
1−‖ µ‖∞ , solving the Beltrami equation

∂ f
∂z
= µ

∂ f
∂z

in the weak sense. Moreover, f is unique modulo composition with holomorphic maps.

An immediate corollary of the previous proposition is the following.

Proposition 1.1.10. Let X be a Riemann surface and µ be a Beltrami di�erential on X satisfying

‖ µ‖∞ < 1. Given a coordinate chart (U , z), with U ⊆ X and where z : U → C is holomorphic, we

de�ne µU : z(U ) → C by µ|U = z∗
(
µU

dz
dz

)
. Then, there exists a K-quasiconformal homeomorphism

ζU , µ : z(U ) → C, with K = 1+‖ µ‖∞
1−‖ µ‖∞ , solving the Beltrami equation

∂ζU , µ

∂z
= µU

∂ζU , µ

∂z

in the weak sense. Moreover, the family (z(U ), ζU , µz), where (U , z) ranges over a complex structure of
X , is a well-de�ned complex structure Xµ in the sense that it does not depend on the choice of atlas or on

the choice of ζU , µ.

The previous proposition suggests a natural question: given [X, f ] ∈ T(S), what is the sub-
set of T(S) of the elements [Xµ, f ] obtained by deforming [X, f ] via some Beltrami di�erential

µ with ‖ µ‖∞ < 1?

To answer this question, we need to state a fundamental theorem of Teichmüller:

Theorem 1.1.11 ([Tei40; Tei43]). Let (X, f ) and (Y , g) be two marked Riemann surfaces on an

underlying topological surface S with χ(S) < 0. Then, there exists a quasiconformal orientation-

preserving homeomorphism σ : X → Y whose coe�cient of quasiconformality is the minimum among

all quasiconformal maps in the isotopy class of g f −1. Such a minimizing map is called an extremal map.

Conversely, every extremal map σ : X → Y between two marked Riemann surfaces (X, f ) and (Y , g)
satis�es that ‖dσz ‖

2

det dσz
is constant for all but �nitely many z ∈ X . Finally, extremal maps are unique up to

composition with conformal maps.

Now, we can see that if (X, f ) and (Y , g) are marked Riemann surfaces, then the extremal

map σ : X → Y in the isotopy class of g f −1 de�nes a Beltrami di�erential µ via the formula

µσ =
(ζσ)z
(ζσ)z

dz
dz , where (U , z) is a chart on X and (σ(U ), ζ ) is a chart onY . This formula for µ is

independent of the choice of ζ . Then, we have that [Xµσ , f ] and [Y , g] de�ne the same point in

the Teichmüller space. Indeed, the map σ : Xµσ → Y is biholomorphic and isotopic to g f −1,

so σ f and g are also isotopic.

The previous paragraph allows us to describe the tangent spaceT[X, f ]T(S). Indeed, let BX

be the Banach space of essentially bounded Beltrami di�erentials on X endowed with the L∞-
norm. Let BX be the open ball of the µ ∈ BX such that ‖ µ‖∞ < 1. The map µ 7→ [Xµ, f ] from
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BX to T(S) is surjective and, moreover, it is real-analytic [Mor38; AB60]. We have that the

derivative T0BX → T[X, f ]T(S) of this map is surjective and we obtain that T[X, f ]T(S) can be

naturally identi�ed withT0BX modulo its kernel. After the usual identi�cationT0BX = BX for

a Banach space, we obtain a natural identi�cation betweenT[X, f ]T(S) and BX/B0
X , where B

0
X

is the subspace of in�nitesimally trivial Beltrami di�erentials, that is, those induced by derivatives

of maps that are isotopic to the identity.

Remark 1.1.12. The spaces BX and B0
X are in�nite-dimensional Banach spaces, but the quo-

tient is �nite-dimensional, as expected.

Now, if σ : X →Y is an extremal map between (X, f ) and (Y , g) then, by de�nition,

dT([X, f ], [Xs µσ , f ]) =
1
2

log
1 + |s |‖ µσ ‖∞
1 − |s |‖ µσ ‖∞ ,

so, by taking |s | = 1
‖ µσ ‖∞

e2t−1
e2t+1 , the distance between [X, f ] and [Xs µσ , f ] is exactly t. This is

what we call a complex Teichmüller geodesic. When s is real, we speak of the Teichmüller geodesic

�ow.

To describe the cotangent space to T(S) at [X, f ], we need to �nd the tensors that pair

with the essentially bounded Beltrami di�erentials BX . Since these tensors are of type (−1, 1),
they pair naturally with tensors of type (2, 0) (as their product is a tensor of type (1, 1), that
is, an area form on X). Therefore, we see that the cotangent spaceT ∗[X, f ]T(S) can be naturally

identi�ed with the space QX of integrable quadratic di�erentials, that is, quadratic di�erentials φ

with a �nite L1-norm ‖φ‖1 =
∫
X |φ|dA. The integrability condition is equivalent to requiring

that φ is given by meromorphic functions with at most simple poles (located at punctures) in

local coordinates. We refer to the cotangent bundleT ∗T(S) as the Teichmüller space of quadratic
di�erentials and we denote it by TQ(S).

The L1-norm on the cotangent space induces a weak norm on the tangent space, given by

‖ µ‖∗ = sup
φ∈QX

φ holomorphic

Re〈φ, µ〉
‖φ‖1

.

This is the weak norm that induces the Finsler structure of the Teichmüller metric [PS15]: that

is, the length of a smooth curve θ : t 7→ [Xt, ft], with t ∈ [0, 1], on the Teichmüller space can

be computed `T(θ) =
∫ 1
0 ‖θ ′(t)‖∗dt. It can be checked that the Teichmüller geodesic �ow has

unit speed.

1.1.4 The moduli space of Riemann surfaces

While the Teichmüller space parametrises the marked Riemann surfaces, the moduli space

parametrises Riemann surfaces themselves. Therefore, it can be de�ned by “forgetting the

marking”. To make this precise, we need to introduce the mapping class group of a surface.
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Let S be a (possibly punctured) topological surface. Then, its mapping class group Mod(S) is
its set of orientation-preserving homeomorphisms modulo isotopy. If S has the structure of a

smooth manifold (a complex structure, for instance) we may also de�ne this group as its set of

orientation-preserving di�eomorphisms modulo smooth isotopy. The fact that these two groups

are equal follows from a theorem of Munkres [Mun60], Smale and Whitehead [Whi61]:

Theorem 1.1.13. Let S be a (possibly punctured) smooth closed surface. Then, every homeomorphism

of S is isotopic to a di�eomorphism of S.

We have that two self-maps ξ , η of S are isotopic if and only if ηξ−1 is isotopic to the iden-

tity. Thus, Mod(S) can also be de�ned as Homeo+(S)/Homeo+0 (S) or Di�eo+(S)/Di�eo+0 (S),
where Homeo+0 (S) (resp. Di�eo+0 (S)) is the set of orientation-preserving homeomorphisms

(resp. di�eomorphisms) which are isotopic (resp. smoothly isotopic) to the identity.

The mapping class group acts on the Teichmüller space T(S) by isometries for the Te-

ichmüller metric. Indeed, given [X, f ], [Y , g] ∈ T(S) we de�ne ξ · [X, f ] = [X, f ξ−1]. It is

easy to see that if η is isotopic to ξ , then [X, f ξ−1] = [X, f η−1], so this action is well-de�ned.

Moreover, g f −1 = (gξ−1)( f ξ−1)−1, so dT([X, f ], [Y , g]) = dT([X, f ξ−1], [Y , gξ−1]). We can

also de�ne natural actions on TT(S) and T ∗T(S). Indeed, if [X, f ] ∈ T(S) and µ ∈ BX is a

Beltrami di�erential on X , then we de�ne ξ · ([X, f ], µ) = ([X, f ξ−1], µ). Analogously, given
an integrable quadratic di�erential φ ∈ QX on X , then we de�ne ξ · ([X, f ], φ) = ([X, f ξ−1], φ).

We can now de�ne the moduli space of Riemann surfaces by M(S) = T(S)/Mod(S). The
covering map T(S) → M(S) has in�nite degree. Moreover, the action of Mod(S) on T(S) is
properly discontinuous, but it fails to be free at some speci�c points. Such points are said to

possess nontrivial automorphisms. Nevertheless, the moduli space has a natural orbifold structure

inherited from the manifold structure of the Teichmüller space. Furthermore, it is possible to

�nd a �nite-index subgroup of Mod(S) that acts freely on T(S), so M(S) is �nitely covered by

a smooth manifold. Our discussion on the tangent and cotangent spaces of T(S) carries over
to this �nite cover of M(S) and, thus, it is “almost” valid in M(S). We will usually ignore these

technical details in this exposition. We refer to the cotangent bundle of T ∗M(S) as the moduli
space of quadratic di�erentials and we denote it by Q(S).

The Teichmüller metric dT descends to a well-de�ned metric dM on M(S), which we will

also call the Teichmüller metric by a slight abuse of notation. We de�ne the Teichmüller complex

geodesics and the Teichmüller geodesic �ow on M(S) as the corresponding projections of these

objects from T(S) to M(S).
The study of the Teichmüller geodesic �ow and, more generally, of an SL(2, R)-action on

the cotangent bundle of the moduli space of Riemann surfaces is the main topic of Teichmüller

dynamics, which is introduced in the next section.
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1.2 Teichmüller dynamics

The main actor in the domain of Teichmüller dynamics is an action of the group SL(2, R) on
the cotangent bundle of the moduli space of Riemann surfaces, that is, on the moduli space

of quadratic di�erentials. The Teichmüller geodesic �ow, that we have already de�ned, can

be seen as the action of the diagonal subgroup of this bigger group. While the Teichmüller

geodesic �ow may seem more natural at �rst in view of Teichmüller’s theorem, the SL(2, R)-
action has very interesting dynamical, algebraic and geometric properties.

We start this section by de�ning translation structures and relating them to quadratic dif-

ferentials on Riemann surfaces. The de�nition of such structures follows cleanly from another

theorem by Teichmüller, which is also formulated at the beginning of the �rst part. It is a

very natural setting in which to de�ne the Teichmüller �ow and, more generally, the SL(2, R)-
action.

In the second part of this chapter, we will give an equivalent de�nition of a translation struc-

ture or a quadratic di�erential in more combinatorial terms by using polygon representations.

We will discuss how the moduli space of quadratic di�erentials is naturally strati�ed by the

order of the singularities—zeroes or poles—of the quadratic di�erential. Such strata are not

connected, but they always possess at most three connected components that we will discuss

in some detail. The combinatorial de�nition is very useful to produce concrete examples of

quadratic di�erentials belonging to a given connected component, as we will show when we

present permutation representatives. We will �nish this part by presenting a simple way to

parametrise a component of a stratum of the Teichmüller space of quadratic di�erentials, by

using the so-called period coordinates. These coordinates provide a coherent way to connect

homology groups of nearby quadratic di�erentials, via the Gauss–Manin connection, and to

de�ne natural “Lebesgue” measures on these spaces, which are called the Masur–Veech mea-

sures.

In the third part of this chapter, we will focus on the actual dynamics on the moduli space

of quadratic di�erentials. One of the most fundamental results, due to Masur and Veech, is

the ergodicity of the Teichmüller �ow with respect to the Masur–Veech measures. Afterwards,

we will de�ne the Kontsevich–Zorich cocycle—the main subject of study of this thesis—which

encodes the homological part of a given action on the moduli space of quadratic di�erentials.

We will discuss the groups generated by such homological actions, which are the monodromy

groups or the Rauzy–Veech groups depending on the action we consider.

In the fourth and last part of this chapter, we develop some of the theory of square-tiled

surfaces, which are very speci�c examples of quadratic di�erentials that can be studied in almost

purely combinatorial terms. In some sense, they can be regarded as the “integer points” of some

strata of themoduli space of quadratic di�erentials, and have, thus, zeromeasure. Nevertheless,

they exhibit a very rich behaviour and are a plentiful source of examples.
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1.2.1 Flat structures

We will start by presenting another theorem of Teichmüller which allows us to interpret qua-

dratic di�erentials in a combinatorial way.

Theorem 1.2.1 ([Tei40; Tei43]). Let (X, f ) and (Y , g) be two marked Riemann surfaces and let

σ : X →Y be an extremal map in the isotopy class of g f −1. Then, there exist atlases on X andY which

are compatible with their complex structures such that:

1. the transition maps are of the form ±z + c up to neighbourhoods of �nitely many points;
2. the major (resp. minor) axes of the in�nitesimal ellipses which are the images of in�nitesimal circles

by σ are aligned with the horizontal (resp. vertical) foliation;

3. in terms of these coordinates, the horizontal direction is expanded by an uniform factor of
√
K and

the vertical direction is contracted by an uniform factor of
√

1/K, where K is the coe�cient of

quasiconformality of σ .

Since the Teichmüller geodesic �ow can be understood in terms of extremal maps, we

obtain that, in some sense, it acts by expanding the horizontal direction and by contracting

the vertical direction. To make this idea precise, we need to introduce �at structures and �at

surfaces.

Let X be a closed surface. We say that a �at structure on X is an atlas transition maps of the

form ±ζ + c up to neighbourhoods of a �nite set Σ. Observe that a �at structure is, in particular,

a Riemann surface structure on the punctured surface X \ Σ because maps of the form ±ζ + c
are holomorphic. A surface endowed with a �at structure is called a �at surface.

A �at structure induces a �at Riemannian metric on X \ Σ, that is, a Riemannian metric

whose curvature is 0. Such a metric de�nes a geodesic �ow, which is usually called the linear

�ow, translation �ow or straight line �ow on the surface (since, as the curvature vanishes, geodesics

are straight lines). Moreover, the �at structure de�nes a quadratic di�erential as the pullback of

dζ 2 de�ned on C by the coordinate charts. This leads to a well-de�ned quadratic di�erential

φ on X \ Σ because of the assumption on the transition maps. Indeed, if (U , z) is a coordinate
chart of the �at structure, then φ = dz2 onU . If (V , w) is another overlapping coordinate chart,
then

φ = (∂zw)2dw2 = (∂ζ (±ζ + c))2dw2 = dw2,

in U ∩V . Now, we can extend the de�nition to neighbourhoods of Σ. Given p ∈ Σ, we have

two possible cases. First, if it is possible to extend the de�nition to p by continuity, we have

that φ = zkdz2, with k ≥ 0, for some local coordinate z at p. If k > 0, then p is said to be a

zero of φ. Otherwise, if φ cannot be extended to p and if we assume φ to be integrable, we have

that φ = z−1dz2 for some local coordinate z at p. We say that p is a pole. To speak collectively

about zeros and poles, we use the term singularity. We obtain, thus, that φ is a meromorphic

quadratic di�erential with at most simple poles, that is, φ ∈ QX .
Conversely, assume that X is a closed Riemann surface and that φ ∈ QX is an integrable

quadratic di�erential on X . Then, φ de�nes a �at structure simply by taking an atlas for which
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φ is the pullback of dz2 outside of neighbourhoods of �nitely many points Σ. Since in the

intersection of charts (U , z) and (V , w) we have that φ = dz2 = (∂zw)2dw2, we obtain that the

transition maps must be of the form ±ζ + c. Near p ∈ Σ, it can be shown that φ = zkdz with

k ≥ −1. If k > 0 then φ(p) = 0 and if k = −1 then p is a simple pole for φ. As before, we

collectively call the zeros and poles of φ its singularities. Observe that the resulting transition

maps are biholomophic away from a singularity, so we obtain a Riemann surface structure on

the punctured surface X \ Σ.

Remark 1.2.2. When we speak about a �at surface M , we usually refer to a surface without

punctures. Nevertheless, M is in general not a Riemann surface because the the local coordi-

nates are rami�ed at the singularities. However, there exists a �nite set Σ such that M \ Σ is a

punctured Riemann surface.

The �at Riemannian metric on X \ Σ cannot be extended to X in the presence of singu-

larities. Nevertheless, any straight line geodesic ray can be extended either to an in�nitely long

geodesic ray or to a geodesic ray ending at a singularity. A geodesic joining two singularities is

said to be a saddle connection.

The SL(2,R)-action on the moduli space of quadratic di�erentials

Flat structures allow an SL(2, R)-action which is de�ned in the following way. Let g ∈ SL(2, R)
andM be a �at surface. Then, we de�ne g ·M to be the �at surface whose �at structure is given

by the charts (U , g · z), where g acts on C via the identi�cation C ' R2 and (U , z) is a chart of
the �at structure ofM . This de�nition indeed produces a �at structure: if (V , g · w) is another
overlapping chart, then the transition map betweenU andV is:

g · (wz−1)(g−1 · ζ ) = g · (±g−1 · ζ + c) = ±ζ + gc,

where wz−1(ζ ) = ±ζ + c. Therefore, transition maps of g ·M are also of the required form.

The Teichmüller geodesic �ow can be now interpreted as a subgroup of this SL(2, R)-
action. Indeed, given [X, f ] ∈ T(S) and µ ∈ BX , the Teichmüller geodesic �ow produces

another point [Xµ, f ] ∈ T(S). If σ : X → Xµ is an extremal map in the isotopy class of

f f −1 = Id, then by Theorem 1.2.1, there exist �at structures on X and Xµ such that σ is given

by the matrix diag(
√
K,

√
1/K) in terms of the SL(2, R)-action for some K > 1. If the Teich-

müller distance between [X, f ] and [Xµ, f ] is t, then K = e2t. Thus, we de�ne the Teichmüller
geodesic �ow on the Teichmüller space of quadratic di�erentials as the �ow given by the diago-

nal subgroup of SL(2, R) of matrices of the form diag(et, e−t), where t ∈ R. Analogously, the

Teichmüller geodesic �ow on the moduli space of quadratic di�erentials is the projection of this

�ow from TQ(S) to Q(S).
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Abelian and quadratic di�erentials

A quadratic di�erential φ can be either orientable or not. The �rst case is equivalent to saying

that φ = ω2, whereω is a holomorphic nonzero 1-form on X . We call such a 1-formω anAbelian

di�erential on X . We identify a holomorphic 1-form on a Riemann surface with its global

square, and thus de�ne the Teichmüller space of Abelian di�erentials TH(S) as such subbundle of

T ∗T(S). Analogously, we also de�ne the moduli space of Abelian di�erentials H(S).
Moreover, given any nonorientable quadratic di�erential φ it is possible to build a canon-

ical (possibly rami�ed) double cover of it which is an Abelian di�erential [Mas82]. Thus, any

nonorientable quadratic di�erential can be thought of as the quotient of an Abelian di�erential

by an appropriate involution. For the following explicit construction, we follow a discussion

by Lanneau [Lan04, Construction 1]. Let M be a �at surface and let φ be the corresponding

quadratic di�erential and Σ be its (�nite) set of singularities. We assume φ to be nonorientable.

For each chart (U , z) of M \ Σ, we consider two disjoint copies U±. If the charts (U , z) and
(V , w) overlap, then φU (p) = φV (p)(∂zw(p))2. We de�ne two functions φ±U , one for each branch

of
√
φU . Now, we identify the partU± corresponding toU∩V with the part ofV + corresponding

toU ∩V in such a way that

φ±U (p) = φ+V (p)∂zw(p).

The partV − is identi�ed analogously. We obtain a punctured Riemann surface M̃ \ Σ̃ endowed
with an Abelian di�erentialω. It can be shown that the punctures of M̃ \Σ̃ can be �lled, produc-

ing a closed Riemann surface M̃ together with an involution ι : M̃ → M̃ given by exchanging

U+ andU−. The quotient M̃/ι can be identi�ed withM in a natural way: the pullback of φ by

the quotient map is exactly ω2.

1.2.2 Combinatorics and topology of the moduli space of �at surfaces

We will now formulate the de�nition of �at surface in a more combinatorial way. We say

that a �at surface M is a �nite collection of polygons with an even number of sides which are

identi�ed in pairs via translations and rotations by π. Only “opposite“ sides are identi�ed, that

is, the resulting topological surface is orientable. A �at surface induces a �at structure. If the

identi�cations are only by translations (and no rotations by π), the �at structure induces an

Abelian di�erential and such a �at surface is usually called a translation surface. Otherwise, the

�at structure induces a nonorientable quadratic di�erential and the surface is said to be a half-

translation surface. Collectively, these surfaces are called �at surfaces. Observe that if two sides

are identi�ed, then they are necessarily parallel and have the same length. Conversely, a �at

structure de�nes such a collection of polygons. This can be proved by triangulating the surface

using saddle connections, cutting along such segments and then gluing the resulting triangles.

An element of the Teichmüller space of �at surfaces is an equivalence class of such collections

of polygons for cut-and-paste operations, with a marking to a �xed topological surface. That

is, two collections are equivalent whenever it is possible to cut pieces of the �rst along straight



20 CHAPTER 1

a

a

b bc
Cut and paste

a

a

c cb

(
1 1
0 1

)

a

a

c c
b

Figure 1.1: An example of a polygon representation of a translation surface (left). When a
cut-and-paste operation is applied, we obtain the exact same element of the Teichmüller space
of translation surfaces (middle). Then, if the SL(2, R)-action is applied we obtain a di�erent
element on the Teichmüller space of translation surfaces as the composition of the markings
is a Dehn twist, which is not isotopic to the identity (right). Nevertheless, these three polygon
representations correspond to the same element of the moduli space of translation surfaces.
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Figure 1.2: Examples of polygon representations of translation surfaces and their singularities.
The numbers on the edges label the sides that are identi�ed. The surface on the left has a single
singularity of angle 10π (in green), while the surface on the right has two singularities of angles
8π (in green) and 4π (in blue).

lines and reglue them to produce the latter in a way that is compatible with the marking. An

element of the moduli space of �at surfaces is an equivalence class of collections of polygons, with

no marking whatsoever. The Teichmüller (resp. moduli) spaces of translation surfaces and of

half-translation surfaces are de�ned as the subsets of the Teichmüller (resp. moduli) space of

�at surfaces consisting of Abelian and nonorientable quadratic di�erentials, respectively. See

Figure 1.1.

We obtain, thus, three equivalent de�nitions of a �at surface: a surface endowed with a

�at structure, a punctured Riemann surface endowed with an Abelian or quadratic di�erential

and a collection of polygons with some side identi�cations. The third de�nition is the way most

people think about �at surfaces since it easily allows to exhibit explicit examples. See Figure 1.2

and Figure 1.3.

Let M be a �at surface and let p ∈ M be a singularity. If M is a translation surface, then
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Figure 1.3: Examples of polygon representations of half-translation surfaces and their singu-
larities. The numbers on the edges label the sides that are identi�ed. The surface on the left has
a single singularity of angle 10π (in green), while the surface on the right has four singularities
of angles 4π (in green), 4π (in blue), 3π (in red) and π (in yellow).

the total angle around p is 2(k + 1)π, where k ≥ 0 is an integer. If M is a half-translation

surface, then the total angle around p is (k + 2)π, where k ≥ −1 is an integer. In both cases, k

is called the order of p and denoted ord(p). For a regular point, that is, a point with total angle

2π, it is consistent to de�ne its order to be 0. The Riemann–Hurwitz theorem then implies

that
∑
p∈M ord(p) = 2g − 2 in the case of translation surfaces, and that

∑
p∈M ord(p) = 4g − 4 in

the case of half-translation surfaces, where g is the genus of the underlying topological surface.

Observe that these sums are actually �nite sums as the order vanishes outside of the �nite set

of singularities. See Figure 1.2 and Figure 1.3 for some examples.

Let M be a half-translation surface and let φ be its corresponding quadratic di�erential.

Let M̃ be its orientable double cover. Near a zero of even degree 2k of φ, the di�erential can

be written as z2kdz2. Therefore, we get two distinct branches ±zkdz in M̃ . This means that a

zero of order 2k in M corresponds to two zeroes of order k in M̃ . On the other hand, every

singularity p of odd order 2k − 1 of φ is a branch point for the covering. Thus, the angle at the

corresponding singularity p̃ of M̃ is twice the angle at p. Since the angle at p is (2k + 1)π, the
angle at p̃ is 2(2k + 1)π and we obtain that ord(p̃) = ord(p) + 1.

Permutations and generalised permutations

A widely-used combinatorial way to produce polygons representing �at surfaces is to use (gen-

eralised) permutation representatives. We will start with themore classical case of permutations

and translation surfaces, and then we will discuss the case of generalised permutations and half-

translation surfaces.

Let Abe a �nite alphabet with d ≥ 2 letters. A permutation is a pair of bijections π = (πt, πb)
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from A to {1, . . . , d}. Here, the labels t and b stand for “top” and “bottom”, respectively. We

interpret these bijections as an order on A: the �rst letter on top is π−1
t (1), the second letter is

π−1
t (2) and so on. Analogously, the �rst letter on bottom is π−1

b (1), the second is π−1
b (2) and so

on. We set αε,k = π−1
ε (k), where ε ∈ {t, b}, and we usually write a permutation as a table

π =

(
αt,1 αt,2 · · · αt,d

αb,1 αb,2 · · · αb,d

)
.

Remark 1.2.3. While a permutation according to this de�nition de�nes a unique permutation

in the usual sense of abstract algebra, the converse is not true. Indeed, a permutation in the

sense of the theory of �at surfaces carries a distinguished order in which the elements of the

alphabet are written.

We say that a permutation π = (πt, πb) is irreducible if π−1
t ({1, . . . , j}) , π−1

b ({1, . . . , j})
for any 1 ≤ j < d. Moreover, we say that π is degenerate if there exists 1 ≤ j < d such that one

of the following three conditions holds:

πb(αt, j) = d, πb(αt, j+1) = 1 and πb(αt,1) = πb(αt,d) + 1;

πb(αt, j+1) = 1 and πb(αt,1) = πb(αt, j) + 1;

or

πb(αt, j) = d and πb(αt, j+1) = πb(αt,d) + 1.

Otherwise, π is said to be nondegenerate. From now on, we will always assume that all permu-

tations are both irreducible and nondegenerate.

A suspension datum for a permutation π is a collection {ζα}α∈A of complex numbers satisfy-

ing:

• Re(ζα) > 0 for each α ∈ A;
•

∑
1≤ j≤i Im(ζαt, j ) > 0 for each 1 ≤ i < d;

•
∑

1≤ j≤i Im(ζαb, j ) < 0 for each 1 ≤ i < d;
•

∑
1≤i≤d ζαt,i =

∑
1≤i≤d ζαb,i .

A permutation together with a suspension datum de�nes a polygon in C whose “top” sides are

the {ζα}α∈A in the order given by πt and whose “bottom” sides are the {ζα}α∈A in the order

given by πb. Nevertheless, this polygon may intersect itself. We say that the suspension datum

is suitable or that it de�nes a suitable polygon if the associated polygon does not intersect itself.

In this case, we may label the sides ζα with the label α, identify the equally-labelled sides and

obtain a valid translation surface.

Remark 1.2.4. It is sometimes possible to de�ne valid translation surfaces even for nonsuitable

suspension data by using Veech’s zippered rectangles construction [Vee82]. However, we will

not describe this construction in this thesis.

There exists a suspension datum de�ning a suitable polygon if and only if the permutation is
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irreducible. Moreover, there exists a “canonical” way to produce such a polygon: the suspension

datum given by ζα = 1 + i(πb(α) − πt(α)) for each α ∈ A. This suspension datum further

satis�es that
∑

1≤i≤` ζαt,i =
∑

1≤i≤d ζαb,i = d. The resulting polygon is called Masur’s polygon

and we will denote it by Pπ . See Figure 1.2 for some examples of this polygon construction for

the permutations
( 1 2 3 4 5 6

6 3 2 5 4 1

)
and

( 1 2 3 4 5 6 7
7 5 2 4 3 1 6

)
(the vertical direction was scaled for aesthetic

reasons). After identifying equally-labelled sides, we obtain a translation surface that we denote

byMπ . Moreover, we denote by Σπ the points ofMπ obtained by projecting the vertices of Pπ
to Mπ . This set contains the set of singularities, but it may also contain some regular points.

Therefore, we call it the set of marked points.

We will now generalise classical permutations to the more complicated case of half-transla-

tion surfaces. This formalism was originally de�ned by Boissy and Lanneau [BL09]. Let Abe

a �nite set of cardinality d ≥ 2 and `, m be positive integers satisfying ` + m = d. A generalised

permutation of type (`, m) is a two-to-one map π : {1, . . . , 2d} → A. We usually write such a

map by a table

π =

(
π(1) π(2) · · · π(`)

π(` + 1) π(` + 2) · · · π(` + m)

)
.

An involution σ : {1, . . . , 2d} → {1, . . . , 2d} is de�ned naturally from a generalised per-

mutation by the rules σ(i) , i and π(σ(i)) = π(i) for every i ∈ {1, . . . , 2d}. That is, {i, σ(i)}
are the two positions of the letter π(i) = π(σ(i)). We say that a letter is duplicate if both of its

occurrences are in the same row. We denote by A ·∪A the multiset {π(1), π(2), . . . , π(2d)} of
cardinality 2d.

We can treat “genuine” permutations as special cases of generalised permutations. Indeed,

a permutation may be regarded as a generalised permutation such that ` = m and σ(i) > ` for

every 1 ≤ i ≤ ` , that is, having no duplicate letters. We say that a generalised permutation is

a strict generalised permutation if it is not a permutation. We will also assume the following

[BL09, Convention 2.7]:

Convention 1. Every strict generalised permutation contains duplicate letters in both rows.

The importance of this convention lies in that it is necessary for the existence of a suspension

of a strict generalised permutation.

A decomposition of a generalised permutation π is a way of writing it as

π =

(
Ftl ∗ ∗ ∗ Ftr

Fbl ∗ ∗ ∗ Fbr

)

where Ftl, Ftr, Fbl, Fbr are (possibly empty) subsets of A or A ·∪ A. This notation means that

there exist 1 ≤ i1 ≤ i2 ≤ ` < i3 ≤ i4 ≤ ` + m such that

• Ftl = {π(1), . . . , π(i1)};
• Ftr = {π(i2), . . . , π(`)};
• Fbl = {π(` + 1), . . . , π(i3)};
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• Fbr = {π(i4), . . . , π(` + m)}.
Once a decomposition is clear from context, we refer to Ftl, Ftr, Fbl, Fbr as the top-left, top-right,

bottom-left and bottom-right corners of π, respectively.

Let π be a strict generalised permutation. We say that π is reducible if there exists a decom-

position

π =

(
A ∪ B ∗ ∗ ∗ D ∪ B
A ∪ C ∗ ∗ ∗ D ∪ C

)

where A, B, C, D are disjoint (possibly empty) subsets of A satisfying one of the following con-

ditions:

• no corner is empty;

• there is exactly one empty corner and it is on the left;

• there are exactly two empty corners and they are on the same side.

Otherwise, we say that it is irreducible.

Remark 1.2.5. The de�nition of irreducibility for generalised permutation is not well-adapted

for (genuine) permutations. Thus, in that case we will use the classical de�nition of irreducibil-

ity.

One has that a generalised permutation stems from the directional �ow of a quadratic dif-

ferential on a Riemann surface or, equivalently, admits a suspension datum (de�ned below) if

and only if it is irreducible and satis�es Convention 1 [BL09, Theorem 3.2]. From now on,

we will always assume that a generalised permutation satis�es these properties unless explicitly

stated otherwise.

A suspension datum for a generalised permutation π is a collection {ζα}α∈A of complex num-

bers satisfying:

• Re(ζα) > 0 for each α ∈ A;
•

∑
1≤ j≤i Im(ζπ( j)) > 0 for each 1 ≤ i < `;

•
∑

1≤ j≤i Im(ζπ(`+ j)) < 0 for each 1 ≤ i < m;
•

∑
1≤i≤` ζπ(i) =

∑
1≤i≤m ζπ(`+i).

As in the case of permutations, a suspension datum may not necessarily de�ne a suit-

able polygon. That is, the broken lines de�ned by the suspension datum may intersect at

points di�erent from 0 and
∑

1≤i≤` ζπ(i) =
∑

1≤i≤m ζπ(`+i). Nevertheless, it is always possi-

ble to construct another suspension datum from ζ which de�nes a suitable polygon [BL09,

Lemma 2.12]. For a generalised permutation π, we choose any suspension datum ζ that ad-

mits a suitable polygon and de�ne Pπ to be such polygon and Mπ to be the half-translation

surface obtained by identifying the equally-labelled sides of Pπ by translations and/or cen-

tral symmetries and we de�ne Σπ to be the points in Mπ that lie at the vertices. We put

eπ =
∑

1≤i≤` ζπ(i) =
∑

1≤i≤m ζπ(`+i). See Figure 1.3 for some examples of possible polygons

for the generalised permutations
( 1 2 1 3 4 5

2 4 3 6 5 6

)
and

( 1 2 3 2 4 5
6 5 4 7 7 6 3 1

)
. The arbitrary choice of Pπ

is not a problem, since the notions that we will de�ne and use are homological. Moreover, we
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denote by Σπ the points of Mπ obtained by projecting the vertices of Pπ to Mπ and call it the

set of marked points.

Strati�cation of the moduli space of �at surfaces

The moduli space of �at surfaces is naturally strati�ed according to the cardinalities and orders

of the singularities. Indeed, the SL(2, R)-action clearly preserves such combinatorial data be-

cause an angle which is an integer multiple of π does not change under linear maps. We denote

such strata by TH(κ) ⊆ TH(S) and H(κ) ⊆ H(S) (resp. TQ(κ) ⊆ TQ(S) and Q(κ) ⊆ QH(S))
for translation surfaces (resp. half-translation surfaces), where κ is a list of integers correspond-

ing to the orders of the singularities and adding up to 2g − 2 (resp. 4g − 4). When using this

notation, we distinguish between orientable and nonorientable quadratic di�erentials. That is,

the notations TQ(κ) and Q(κ) are reserved exclusively for quadratic di�erentials that are not

squares of Abelian di�erentials. Therefore, strata are disjoint.

Using this notation and following our previous discussion about the orders of the singulari-

ties, every stratum Q(2m1−1, · · · , 2ms−1, 2ms+1, · · · , 2mn) of quadratic di�erentials is naturally
covered by Abelian di�erentials belonging to H(2m1, · · · , 2ms, ms+1, ms+1, · · · , mn, mn).

The strata are not necessarily connected (and some of them are even empty!). Indeed,

each stratum may be either empty or have one, two or three distinct connected components.

The components of Abelian strata were classi�ed by Kontsevich and Zorich [KZ03], while the

connected components of quadratic strata were classi�ed by Lanneau [Lan08] and Chen and

Möller [CM14]. These classi�cations rely on several invariants that we will discuss now.

The �rst invariant is hyperellipticity. We say that a �at surface M is hyperelliptic if there

exists an involution ι : M → M with exactly 2g + 2 �xed points. This is equivalent to saying

thatM/ι is a topological sphere. Hyperellipticity is an “extra symmetry” on a surface that may

be broken whenM is deformed. Nevertheless, this extra symmetry is sometimes forced by the

combinatorial constraints of the component of the stratum and, therefore, it holds for every �at

surface in such component. In such a case, we speak about a hyperelliptic component of a stratum.

It is an important result that every genus-2 translation surface is hyperelliptic.

The second invariant is spin parity. It is only de�ned for strata whose singularities have

only even orders, that is, strata of the form H(2m1, . . . , 2mn). Let M be a translation surface

in such a stratum and letQ : H1(M \ Σ;Z/2Z) → Z/2Z the quadratic form de�ned as follows.

For any u ∈ H1(M \ Σ;Z/2Z), we take a smooth simple closed curve θ whose modulo-two

homology class is u. Then, we de�neQ(u) = ind(θ)+1, where ind(θ) is the degree of the Gauss

map (also known as index or turning number) of θ . This quantity is well-de�ned because of

the assumption on the orders of the singularities. Moreover, it is a quadratic form with respect

to the intersection form: Q(u + v) = Q(u) +Q(v) + 〈u, v〉 [Ati71; Joh80; Zor08, Appendix C].

Now, we de�ne the spin parity of M to be the value assumed most often by Q, that is, the Arf

invariant of Q. Another equivalent de�nition uses a maximal symplectic subset (uα, vα)α∈A of

H1(M \ Σ;Z/2 Z) and puts Arf(Q) = ∑
α∈AQ(uα)Q(vα), which does not depend on the choice
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of maximal symplectic subset.

The third and last invariant is called regularity and is only de�ned for a speci�c �nite list

of strata of the moduli space of half-translation surfaces (see below). There is no known geo-

metric interpretation of this invariant, although an algebraic interpretation is known in terms

of the dimension of H0(M, (φ)0/3), where (φ)0 is the zero divisor of the quadratic di�erential

φ de�ningM .

We can now state the complete classi�cations, �rst for Abelian strata and then for quadratic

strata.

Theorem 1.2.6 ([KZ03]). The following is the classi�cation of the connected components of strata of

Abelian di�erentials on genus-g Riemann surfaces.

• In genus 1, the only stratum is H(0). It is nonempty, connected and hyperelliptic.
• In genus 2, the only two strata are H(2) and H(1, 1). Both of them are nonempty, connected and

hyperelliptic.

• In genus 3, the strata H(4) and H(2, 2) have two components. One of them is hyperelliptic

and the other corresponds to odd spin structures. They are identi�ed by the labels hyp and odd,

respectively. Every other stratum is nonempty and connected.

• Assume now that g ≥ 4.

– The stratum H(2g − 2) has three components. One of them is hyperelliptic and the other

two correspond to even and odd spin structures. They are identi�ed by the labels hyp, even

and odd, respectively.

– The stratum H(g − 1, g − 1) can have either two or three components depending on the

parity of g . If g is odd, it has three components. One of them is hyperelliptic and the other

two are de�ned by even or odd spin structures. They are identi�ed by the labels hyp, even

and odd, respectively. If g is even, it has two components. One of them is hyperelliptic and

the other is not. They are identi�ed by the labels hyp and nonhyp, respectively.

– All other strata of the form H(2m1, . . . , 2mn) have two connected components, which cor-
respond to even and odd spin structures. They are identi�ed by the labels even and odd,

respectively.

– Every other stratum is nonempty and connected.

Theorem 1.2.7 ([Lan08; CM14]). The following is the classi�cation of the connected components of

strata of quadratic di�erentials on genus-g Riemann surfaces.

• In genus 0, every stratum is nonempty and connected.

• In genus 1, the strata Q(0) and Q(1, −1) are empty. Every other stratum is nonempty and con-

nected.

• In genus 2, the strata Q(4) and Q(3, 1) are empty.
• In genus 3, the strata Q(9, −1), Q(6, 3, −1) and Q(3, 3, 3, −1) have two connected components,
called “regular” and “irregular”. They are identi�ed by the labels reg and irr, respectively.

• In genus 4, the strata Q(6, 6), Q(6, 3, 3) and Q(3, 3, 3, 3) have three connected components.

One of them is hyperelliptic and the others are not and are called “regular” and “irregular”. They
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are identi�ed by the labels hyp, reg and irr, respectively. Moreover, the strata Q(12) and Q(9, 3)
have two connected components, also called “regular” and “irregular”. They are identi�ed by the

labels reg and irr, respectively.

• Assume now that g ≥ 2. The strata of the form Q(4k + 2, 4 j + 2), Q(4k + 2, 2 j − 1, 2 j − 1)
and Q(2k − 1, 2k − 1, 2 j − 1, 2 j − 1), for k, j ≥ 0 not covered in the previous list, have two

components. One of them is hyperelliptic and the other is not. They are identi�ed by the labels hyp

and nonhyp, respectively. Every other stratum is nonempty and connected.

The strata of the moduli space of quadratic di�erentials that have an unusual number of

connected components, that is, Q(9, −1), Q(6, 3, −1) and Q(3, 3, 3, −1) in genus 3, and Q(6, 6),
Q(6, 3, 3), Q(3, 3, 3, 3), Q(12) and Q(9, 3) in genus 4, are called exceptional strata. Moreover,

the strata of the moduli space of �at surfaces having only one singularity are called minimal

strata. Finally, the strata of the formH(1, 1, . . . , 1) or Q(−1, −1, . . . , −1, 1, 1, . . . , 1) are called
principal strata.

Coming back to the familiar examples, the surface on the left of Figure 1.2 belongs to

H(4)odd, as it does not belong to H(4)hyp since it does not possess a hyperelliptic symmetry,

while the surface on the right belongs to H(3, 1), which is connected. On the other hand, the

surfaces shown in Figure 1.3 belong to Q(8) and Q(2, 2, 1, −1), from left to right, which are

connected.

Period coordinates, the Gauss–Manin connection and the Masur–Veech measure

Period coordinates provide a way to parametrise the Teichmüller and moduli space of �at sur-

faces in terms of cohomology groups. We will describe them in detail for Abelian di�erentials

and we will then succinctly discuss the case of quadratic di�erentials.

Let S be a stratum of the Teichmüller space of translation surfaces. Let M0 ∈ S and let

ω0 be an Abelian de�ning the �at structure of M0. We denote the set of singularities of ω0

by Σ0 ⊆ M0. By writing M0 as a collection of polygons P0, we have that the homology group

H1(M0, Σ0;C) is generated by the relative cycles induced by orienting each side of P0. Now,

we can consider each of these sides as an element of C and de�ne an open setM0 3 U ⊆ Sby

perturbing each side inside an open set of C (in such a way that identi�ed sides remain parallel

and still have the same length). Let M ∈ U be given an Abelian ω, whose set of singularities

is Σ ⊆ M , and also by a collection of polygons P obtained by perturbing P0. The homol-

ogy group H1(M, Σ;C) is generated by the relative cycles induced by orienting each side of P .

Since we produced P by perturbing P0, we obtain an isomorphism between H1(M, Σ;C) and
H1(M0, Σ0;C), and therefore an isomorphism between the cohomology groups H1(M, Σ;C)
and H1(M0, Σ0;C). Moreover, ω can be regarded as a cohomology class in H1(M, Σ;C) via
the formula θ 7→

∫
θ
ω and, therefore, as a cohomology class in H1(M0, Σ0;C). The map

PU : U → H1(M0, Σ0;C) de�ned in this way is a homeomorphism and is called a period map.

Furthermore, this way to identify nearby (co)homology groups is called the Gauss–Manin con-
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nection. The cohomology groupH1(M0, Σ0;C) is an n-dimensional complex vector space, with

n = 2g + |Σ0 | − 1, and, thus, the pairs (U ,PU ) constructed in this way are explicit charts

for the stratum S called period coordinates [Mas82]. Moreover, by considering isomorphisms

H1(M0, Σ0;C) ' Cn , it is easy to see that the transition maps for these coordinate charts are

a�ne volume-preserving maps of Cn as they belong to SL(n, Z) ⊆ GL(n, C). Therefore, it is
possible to de�ne a “Lebesgue” measure λS on S as the pullback of the Lebesgue measure on

Cn , which is well-de�ned up to normalization. This measure is called the Masur–Veech mea-

sure and the usual normalization requires the volume of H1(M, Σ;C)/H1(M, Σ;Z ⊕ iZ) to be

1. It also descends to the moduli space of translation surfaces into a “Lebesgue” measure also

called the Masur–Veech measure. As the Lebesgue measure on Cn , the Masur–Veech measure

has in�nite total volume on each stratum, but it can be disintegrated into a �nite measure on

the subspace H(1)(κ) ⊆ H(κ) consisting on area-one translation surfaces [Mas82; Vee82].

In the case of half-translation surfaces, similar coordinates can be de�ned, but it is not

possible to use the quadratic di�erential directly: it does not de�ne a cohomology class as it

cannot be integrated along homology classes in a coherent way. However, the orientable double

cover construction provides a way to solve this issue. Indeed, given a half-translation surfaceM0

endowedwith a quadratic di�erential φ0, let M̃0 be its orientable double cover which is endowed

with an Abelian di�erential ω0. Let ι : M̃0 → M̃0 be the involution exchanging the �bres of the

cover. Since ι∗ω0 = −ω0 by construction, the zeroes Σ̃0 of ω0 are �xed by ι. Thus, ι induces a

well-de�ned map on the relative cohomology group H1(M̃0, Σ̃0;C). Since ι is an involution,

H1(M̃0, Σ̃0;C) can be split into a direct sum of the invariant and anti-invariant subspaces for

ι. We have that ω0 belongs to the anti-invariant part. By identifying nearby �bres in an way

analogous to the case of translation surfaces (that is, using the Gauss–Manin connection), the

anti-invariant part ofH1(M̃0, Σ̃0;C) provides natural coordinates for the Teichmüller space of

quadratic di�erentials also called period coordinates [Mas82]. An analogous “Lebesgue”measure,

also called the Masur–Veech measure, can be de�ned in this case. This measure descends to the

moduli space of quadratic di�erentials, as expected, and it can also be desintegrated into a

�nite measure on the subspace Q(1)(κ) ⊆ Q(κ) consisting of area-one half-translation surfaces

[Vee90].

1.2.3 Dynamics of �at surfaces

We have now de�ned an interesting group action and invariant measure on the moduli space

of �at surfaces. Therefore, we can study their dynamical properties. A fundamental result is

the following, going back to the seminal works of Masur and Veech:

Theorem 1.2.8 ([Mas82; Vee82; Vee86]). For any stratum of the moduli space of �at surfaces, the

Teichmüller geodesic �ow (and, therefore, the SL(2, R)-action) is ergodic with respect to the Masur–

Veech measure.

Stronger quantitative results are now known [AGY06; AR12; AG13]:
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Theorem 1.2.9. For any stratum of the moduli space of �at surfaces, the Teichmüller geodesic �ow is

exponentially mixing with respect to the Masur–Veech measure.

We say that a connected subspace M of a stratum of the moduli space of �at surfaces is

an a�ne invariant submanifold if it is an immersed submanifold of a stratum locally de�ned in

period coordinates by linear equations with real coe�cients and zero constant terms. We say

that a set of the form GL+(2, R) ·M for some �at surface M is an orbit closure. A very deep

result relates these two notions:

Theorem 1.2.10 ([Fil16; EM18; EMM15]). Any orbit closure is an algebraic variety de�ned over

Q. Moreover, it is an a�ne invariant submanifold.

The Hodge bundle, the Kontsevich–Zorich cocycle and Lyapunov exponents

The Hodge bundle is the �bre bundle whose base space is a stratum of the moduli space of

�at surfaces and its �bre is a suitable (co)homology group. The Kontsevich–Zorich cocycle

is the dynamical cocycle over the Hodge bundle induced by the SL(2, R)-action or by the

Teichmüller geodesic �ow. Therefore, it encodes the homological part of the action of SL(2, R)
or of its diagonal subgroup on the moduli space of �at surfaces. It was originally studied by

Kontsevich and Zorich [KZ97; Kon97].

In the case of translation surfaces, the (co)homology group is usually chosen to beH1(S;R),
where S is the underlying topological surface, and nearby �bres are identi�ed using the Gauss–

Manin connection. In the case of half-translation surfaces, however, two fundamentally di�er-

ent versions of the Hodge bundle exist, using either the invariant or anti-invariant parts of the

homology of its orientable double cover. We will now state the precise de�nitions, starting with

the case of translation surface and then discussing the case of half-translation surfaces.

Let TH(κ) be a stratum of the Teichmüller space of translation surfaces and let TH(1)(κ)
be its subset of area-one surfaces and S be the underlying topological surface. We de�ne the

trivial vector bundle �H (κ) = TH(1)(κ) × H1(S, R) and a trivial dynamical cocycle over �H (κ)
by Ĝg (M, v) = (g ·M, v). In this expression, g can be taken either as an arbitrary element of

SL(2, R) or as diag(et, e−t), depending on whether we are interested on the SL(2, R)-action or

on the Teichmüller geodesic �ow.

Now, we can project this cocycle down to H (κ) = �H (κ)/Mod(S), where Mod(S) acts on
both factors. We obtain a “cocycle” Gg : H (κ) → H (κ) which is called the Kontsevich–Zorich

cocycle. Strictly speaking, Gg is not a dynamical cocycle: H (κ) is not a vector bundle because

the action of Mod(S) on TH(κ) is not free. Nevertheless, we can replace Mod(S) by a �nite-

index subgroup that acts freely on TH(κ) to obtain a �nite cover of H (κ) which is a vector

bundle. We will usually ignore these orbifold issues in the rest of this thesis.

For the case of a half-translation surface, the homological action is de�ned on the homology

group of its double cover. Since this group splits into an invariant and anti-invariant part which
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are symplectic and symplectically orthogonal, this splitting induces two “disjoint” homological

actions usually referred as the “plus” and “minus” subbundles.

Remark 1.2.11. It is also possible to de�ne the homological action on the homology group of

the half-translation surface directly. This is equivalent to the “plus” part of the homology of the

double cover. However, as shown by our discussion on period coordinates, the “minus” part

should also be taken into account.

Remark 1.2.12. There are several versions of the Kontsevich–Zorich cocycle in the literature.

We have de�ned it as the homological action of either the Teichmüller geodesic �ow or the

SL(2, R)-action on H1(S;R). Instead of using real coe�cients for the homology group, one

can use integer coe�cients, complex coe�cients, etc. Moreover, one can take marked points

into account, either by considering the absolute homology group of the punctured surface or

the homology group of the surface relative to them.

Furthermore, it can also be de�ned as the homological action of all paths in the moduli

space space of translation surfaces starting at a given point (instead of just the paths obtained by

following the SL(2, R)-orbits). This version of the Kontsevich–Zorich cocycle is related to the

monodromy group, which can be de�ned as the group spanned by all possible symplectic auto-

morphisms produced by the homological action of all possible closed paths at a given surface.

In the case of square-tiled surfaces (de�ned in Section 1.2.4), however, another de�nition of

monodromy group is used by following SL(2, R)-orbits instead of arbitrary paths.

The multiplicative ergodic theorem, originally proven by Oseledets (also spelled Oseledec)

[Ose68], allows us to de�ne Lyapunov exponents for a dynamical cocycle satisfying some in-

tegrability conditions. The general theory of Lyapunov exponents implies that the Lyapunov

exponents of any symplectic cocycle of rank 2g are of the form:

λ1 ≥ λ2 ≥ · · · ≥ λ g ≥ 0 ≥ −λ g ≥ · · · ≥ −λ2 ≥ −λ1 .

The Lyapunov exponents of the Kontsevich–Zorich cocycle have been a subject of much recent

interest. In the case of translation surfaces, it is not di�cult to prove that λ1 = 1, by using

the so-called tautological plane. Moreover, Veech proved that 1 = λ1 > λ2 [Vee86]. The

Kontsevich–Zorich conjecture states that the spectrum is simple: all the Lyapunov exponents

are distinct. The �rst step towards this conjecture was done by Forni [For02], who proved that

λ g > 0 and, thus, established the nonuniform hyperbolicity of the Kontsevich–Zorich cocycle

with respect to the Masur–Veech measures. The full conjecture was proved by Avila and Viana

[AV07a; AV07b] using properties of the Rauzy–Veech groups (de�ned in Chapter 2). For half-

translation surfaces, the conjecture states that the “plus” and “minus” Lyapunov spectra (that is,

the Lyapunov spectrum of the cocycle restricted to the invariant and anti-invariant parts of the

homology of the double cover, respectively) are simple. These exponents are usually written as

λ+1 ≥ λ+2 ≥ · · · ≥ λ+g ≥ 0 ≥ −λ+g ≥ · · · ≥ −λ+2 ≥ −λ+1 .
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and

λ−1 ≥ λ−2 ≥ · · · ≥ λ−g̃−g ≥ 0 ≥ −λ−g̃−g ≥ · · · ≥ −λ−2 ≥ −λ−1 .

where g is the genus of the original half-translation surface and g̃ is the genus of its double

cover. It is known that λ−1 = 1 as the tautological plane belongs to the anti-invariant part.

Furthermore, Forni’s result [For02] implies that 1 = λ−1 > λ−2 and that 1 > λ+1 . Moreover,

by the work of Treviño [Tre13] we have that λ+g > 0 and λ−g̃−g > 0, so the Kontsevich–

Zorich cocycle is also nonuniformly hyperbolic in this case. We will show in Chapter 3 that

the Lyapunov spectra are simple provided some conditions on the orders of the singularities

are satis�ed.

Finally, there is remarkable formula by Eskin, Kontsevich and Zorich that allows one to

easily compute the sum of the Lyapunov exponents of a given component of a stratum of the

moduli space of quadratic di�erentials [EKZ14].

Monodromy groups

Let M be an a�ne invariant submanifold. An SL(2, R)-invariant subbundle E of the Hodge

bundle is a subbundle for which g · EX = Eg ·X for every X ∈ M and g ∈ SL(2, R). A �at

subbundle E is a subbundle which is �at for the Gauss–Manin connection. Observe that a �at

subbundle is necessarily SL(2, R)-invariant, since if the curvature vanishes then the parallel

transport is done along SL(2, R)-orbits in the “obvious” way. The converse is not true in gen-

eral: the �atness condition requires no curvature in every possible direction, including those

which are not reachable by the SL(2, R)-action. The classi�cation of the SL(2, R)-invariant
subbundles which are not �at is known [EFW18].

The Hodge bundle can be decomposed into irreducible pieces and monodromy groups can

be de�ned for such pieces: each monodromy group is spanned by the homological action on

such piece of the Hodge bundle via the Kontsevich–Zorich cocycle.

Monodromy groups are discrete subgroups, but we are usually interested in their Zariski-

closures. The following theorem poses constraints on the possible Zariski-closures of mon-

odromy groups.

Theorem 1.2.13 ([Fil17]). Let E be a strongly irreducible SL(2, R)-invariant subbundle of the

Hodge bundle over some a�ne invariant submanifold M. Then, the Zariski-closure of the monodromy

group, at the level of real Lie algebra representations and up to compact factors, belongs to the following

list:

(i) sp(2g, R) in the standard representation;

(ii) su(p, q) in the standard representation;

(iii) su(p, 1) in an exterior power representation;

(iv) so∗(2d) in the standard representation; or

(v) soR(n, 2) in a spin representation.
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Nevertheless, it is not known whether every Lie algebra representation in this list is realis-

able as a monodromy group [Fil17, Question 1.5]. Indeed, it is well-known that every group in

the �rst item is realisable. The groups in the second item were shown to be realisable by Avila,

Matheus and Yoccoz [AMY19]. Moreover, the group SO∗(6) in its standard representation

(which coincides with SU(3, 1) in its second exterior power representation) is also realisable

by the work of Filip, Forni and Matheus [FFM18]. We will show that SO∗(2d) is realisable
for each 11 ≤ d ≤ 299 such that d = 3 mod 8, except possibly for d = 35 and d = 203, in

Chapter 4.

Under stronger hypothesis, one also has a classi�cation at the level of Lie group represen-

tations:

Theorem 1.2.14 ([Fil17]). Let E be a strongly irreducible �at subbundle of the Hodge bundle over

some a�ne invariant submanifold M. Then, the presence of zero Lyapunov exponents implies that the

Zariski-closure of the monodromy group has at most one noncompact factor, which, up to �nite-index, is

equal at the level of Lie group representations to:

1. SU(p, q) in the standard representation;

2. SU(p, 1) in any exterior power representation; or

3. SO∗(2d) in the standard representation for some odd d.

The Rauzy–Veech algorithm

The Rauzy–Veech algorithm, originally studied by Rauzy [Rau77; Rau79] and Veech [Vee82],

is an explicit way to code the Teichmüller geodesic �ow and its homological action. Indeed, it

provides concrete bases of homology and elements of the mapping class group which can be

used to express the Kontsevich–Zorich cocycle as explicit matrices. This algorithm has been

fruitfully used to obtain many interesting results. In particular, it was used by Avila and Viana

to prove the Kontsevich–Zorich conjecture stating the simplicity of the Lyapunov spectra of

all components of all strata of the moduli space of translation surfaces [AV07a; AV07b].

The algorithm is not de�ned directly on the moduli space of quadratic di�erentials, but on a

�nite cover consisting on surfaces with a speci�c choice of a horizontal line segment L stemming

rightwards from one of its marked points. A rigorous way to de�ne this cover is to use Veech’s

zippered rectangles construction [Vee82]. However, we will de�ne a slightly less general version

below. We refer the reader to the lecture notes by Yoccoz for more details [Yoc10].

Assume that a �at surface M is given by a generalised permutation representative π (of

type (`, m)) and a suspension datum {ζα}α∈A de�ning a suitable polygon. In this case, there

is a natural choice of L: the line segment joining 0 and Re(eπ). We can de�ne a transver-

sal T as such �at surfaces whose horizontal line segments have length exactly 1. The Teich-

müller geodesic �ow continuously increases the length of L. When the length becomes exactly

1+min(Re(ζπ(`), ζπ(`+m))), we apply a cut-and-paste operation and change the generalised per-

mutation representative and the suspension datum in order to reduce the length of L to 1. This
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process is called the Rauzy–Veech algorithm. We will now describe the precise cut-and-paste op-

erations and the way the generalised permutation and suspension datum change under them.

Depending on the suspension datum, there are either one or two possible generalised per-

mutations that can arise from a given generalise permutation by this algorithm, as de�ned by

Boissy and Lanneau [BL09]. We will start by de�ning these operations directly on the gener-

alised permutations and we will then take the suspension datum into account.

If σ(`) > `, then Rt(π) is the type-(`, m) generalised permutation de�ned as:

Rt(π)(i) =




π(i) i ≤ σ(`)
π(` + m) i = σ(`) + 1

π(i − 1) otherwise;

if σ(`) < ` and there exists duplicate letter in the bottom row of π which is not the last letter,

then Rt(π) is the type-(` + 1, m − 1) generalised permutation de�ned as:

Rt(π)(i) =




π(i) i < σ(`)
π(` + m) i = σ(`)
π(i − 1) otherwise;

and, in any other case, Rt is not de�ned on π. When a top operation is de�ned, we call π(`) the
winner and π(` + m) the loser of the operation.

Similarly, if σ(` +m) < `, then Rb(π) is the type-(`, m) generalised permutation de�ned as:

Rb(π)(i) =




π(`) i = σ(` + m) + 1

π(i − 1) σ(` + m) + 1 < i ≤ `
π(i) otherwise;

if σ(` + m) > ` and there exists duplicate letter in the top row of π which is not the last letter,

then Rb(π) is the type-(` − 1, m + 1) generalised permutation de�ned as:

Rb(π)(i) =




π(i + 1) ` ≤ i < σ(` + m) + 1

π(`) i = σ(` + m) − 1

π(i) otherwise;

and, in any other case, Rb is not de�ned on π. When a bottom operation is de�ned, we call

π(` + m) the winner and π(`) the loser of the operation.
Observe that, if π is irreducible, then at least one of these operations is de�ned on π. More-

over, Rt(π), Rb(π) are also irreducible if they are de�ned.

Once a Rauzy–Veech operation is clear from context, we will denote the winner of the
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operation by αw and its loser by αl.

Remark 1.2.15. In the case of (genuine) permutations, we always have that σ(`) > ` and that

σ(` + m) < `, so only one case can occur in the de�nition of Rt and Rb.

Now, let ζ = {ζα}α∈A be a suspension datum for π. We say that ζ = {ζα}α∈A is of type 0

if ζπ(`) > ζπ(`+m) and that it is of type 1 if ζπ(`) < ζπ(`+m). We de�ne the pair (π ′, ζ ′) = R(π, ζ )
resulting from the Rauzy–Veech algorithm by:

• R(π, ζ ) = (Rt(π), ζ ′) with ζ ′α = ζα if α , π(`) and ζ ′
π(`) = ζπ(`) − ζπ(`+m) if (π, ζ ) has type

0, and

• R(π, ζ ) = (Rb(π), ζ ′) with ζ ′α = ζα if α , π(` + m) and ζ ′
π(`+m) = ζπ(`+m) − ζπ(`) if (π, ζ )

has type 1.

Remark 1.2.16. If ζπ(`) = ζπ(`+m), then the Rauzy–Veech algorithm is not de�ned. This is not

a problem since, for any �xed generalised permutation, the subset of suspension data satisfying

this condition is a Lebesgue-negligible set.

Observe that the matrix in SL(CA) mapping ζ ′ to ζ can be expressed as Id + Eαlαw (where

ζ is considered as a row vector).

Rauzy diagrams

The Rauzy–Veech operations allow us to de�ne a directed graph on the set of generalised

permutations. These graphs are called Rauzy diagrams and their sets of vertices are called Rauzy

classes. In other words, two generalised permutations belong to the same Rauzy class if they

can be joined by a sequence of Rauzy–Veech operations. The ergodicity of the Teichmüller

geodesic �ow implies that the Rauzy diagrams are strongly connected. Moreover, any directed

path in a Rauzy class can be realised by Rauzy–Veech operations on �at surfaces.

Rauzy classes are in a one-to-one correspondence with the connected components of the

moduli space of �at surfaces with a suitable choice of horizontal line segment. When this line

segment is forgotten, the correspondence becomes �nite-to-one.

A cycle at a �xed generalised permutation can be, thus, though of as an almost-closed tra-

jectory of the Teichmüller geodesic �ow. The homological action of such cycles, de�ned by

using the Gauss–Manin–Kontsevich–Zorich cocycle, can be regarded as “almost” being the

homological action of the Teichmüller geodesic �ow. Nevertheless, the subset of SL(2, R) sta-
bilising a surface is trivial for generic surfaces, so the word “almost” cannot be dropped: typical

orbits of the Teichmüller geodesic �ow are never closed.

The groups that arise as all possible homological actions of such almost-closed trajectories

are called Rauzy–Veech groups. In the case of translation surface, they are de�ned and com-

pletely classi�ed in Chapter 2, while in the case of half-translation surfaces they are de�ned

and partially classi�ed in Chapter 3.
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Homology groups and permutation representatives

Let π be an irreducible generalised permutation (possibly a genuine permutation). There exist

natural maps

H1(Mπ \ Σπ) → H1(Mπ) → H1(Mπ , Σπ), (∗)

the former being surjective and the latter injective. We refer the reader to the survey by Viana

[Via06] and the lecture notes by Yoccoz [Yoc10] for more details.

We will �rst assume that π is a (genuine) permutation. Let {θα}α∈A be the curves in Mπ

joining the midpoints of the sides labelled α in Pα , oriented upwards. These curves generate

π1(Mπ \ Σπ) and induce a basis {eα}α∈A ofH1(Mπ \ Σπ). Moreover, the relative cycles { fα}α∈A
induced by the α-sides of Pπ are a basis ofH1(Mπ , Σπ) which is dual to {eα}α∈A: 〈eα, fβ 〉 = δα β
for each α, β ∈ A. The symplectic form Ωπ given by the intersection of the curves {θα}α∈A
can be explicitly expressed in purely combinatorial terms:

(Ωπ)α β =




+1 πt(α) < πt(β ) and πb(α) > πb(β )
−1 πt(α) > πt(β ) and πb(α) < πb(β )
0 otherwise.

The image of H1(Mπ) inside H1(Mπ , Σπ), which is naturally isomorphic to H1(Mπ), is the set
H (π) spanned by {Ωπ fα}α∈A (acting on column vectors). There is a natural nondegenerate

symplectic form on H (π) de�ned by 〈Ωπv, Ωπw〉 = vᵀΩπw.
The kernel of the �rst map in (∗) is equal to kerΩπ . Indeed, they have the same rank and

every element of kerΩπ is mapped to 0 ∈ H1(Mπ) as the intersection form on H1(Mπ) is non-
degenerate. Therefore, H1(Mπ \ Σπ)/kerΩπ andH1(Mπ) are naturally isomorphic. Moreover,

the symplectic formΩπ descends toH1(Mπ\Σπ)/kerΩπ into a nondegenerate symplectic form.

We obtain, thus, two symplectic spaces which are naturally isomorphic to H1(Mπ). The

symplectic isomorphism obtained by composing the maps in (∗) can be described by the for-

mula Ωπ fα 7→ [eα] for each α ∈ A. We will now show that the monodromy actions on these

isomorphic spaces are dual to each other.

A closed path atMπ \Σπ inside the moduli space of �at surfaces induces a matrix A in terms

of the basis {eα}α∈A (acting on row vectors) and a matrix B in terms of the basis { fα}α∈A (acting

on column vectors) by using the Kontsevich–Zorich cocycle with the appropriate �bre. Since

A is symplectic, it preserves kerΩπ . Thus, A induces a well-de�ned action on the quotient

H1(Mπ \ Σπ)/kerΩπ . Moreover, the matrix B preserves H (π) since the set of closed curves is

preserved by the Gauss–Manin connection.

By duality and symplecticity, we have that 〈eαA, Bfβ 〉 = δα β for each α, β ∈ A. Moreover,

since eαA =
∑
γ Aαγ eγ and Bfβ =

∑
γ Bβγ fγ we have that

〈eαA, Bfβ 〉 =
∑
γ

AαγBγα = δα β
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which shows that B = A−1. Since AΩπA
ᵀ
= Ωπ , we obtain that BΩπ = A−1ΩπA−

ᵀAᵀ = ΩπA
ᵀ

and, thus, that

BΩπ fα = ΩπA
ᵀ fα 7→ [eαA].

Therefore, the (right-)action on H1(Mπ \ Σπ)/kerΩπ and the (left-)action on H1(Mπ , Σπ) are
mutually dual. Thus, the monodromy group in “absolute homology” (or its subgroups) can be

obtained in three equivalent ways: usingH1(Mπ) as a �bre, usingH1(Mπ \Σπ) as a �bre and then
modding out by kerΩπ , and using H1(Mπ , Σπ) and then restricting to H (π). In our discussion

about Rauzy–Veech groups in Chapter 2, we will use the second �bre since this choice makes

the de�nition of the Kontsevich–Zorich matrices (de�ned in the next section) more natural.

Similar facts hold for half-translation surfaces. Indeed, assume now that π is a strict gen-

eralised permutation. We will start by describing the homological action on the surface Mπ

(which corresponds to the invariant or “plus” subbundle) and we will then discuss homological

action on the double cover M̃ π .

Let {θα}α∈A be the curve joining the midpoints of the sidesMπ , oriented left to right, right

to left and upwards for sides that are both in the top row, both in the bottom row, and in both

rows, respectively. These curves generate π1(Mπ \ Σπ) and induce a natural basis {eα}α∈A of

H1(Mπ \Σπ). The relative cycles { fα}α∈A induced by the α-sides of Pπ are a basis ofH1(Mπ , Σπ)
which is dual to {eα}α∈A. The symplectic form Ωπ given by the intersection of the curves

{θα}α∈A is given by

(Ωπ)α β =




+1 iα < iβ ≤ ` and jα > jβ > `

+1 iα < iβ < jα < jβ ≤ `
+1 iβ < iα < jβ ≤ ` < jα

+1 jα > jβ > iα > ` and iα > iβ

−1 iβ < iα ≤ ` and jβ > jα > `

−1 iβ < iα < jβ < jα ≤ `
−1 iα < iβ < jα ≤ ` < jβ

−1 jβ > jα > iβ > ` and iβ > iα

0 otherwise.

where the integers iα, jα ∈ {1, . . . , 2d} are de�ned by π−1(α) = {iα, jα}, with iα < jα .

As in the Abelian case, a homological action can be de�ned on the three spaces in (∗). The
previous discussion carries over almost word-for-word: the image V +(π) of the second map

inside H1(Mπ , Σπ) is spanned by {Ωπ fα}α∈A, the spaces V +(π) and H1(Mπ \ Σπ)/kerΩπ are

both naturally isomorphic to H1(Mπ), and the resulting homological actions induced by the

monodromy group are mutually dual.

Now, we will present the double cover construction of Mπ in a combinatorial way. De�ne
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P0
π = Pπ and let P1

π be a translation of −Pπ which is disjoint from Pπ . Let P̃ π = P0
π ∪ P1

π and

p : P̃ π → Pπ be the natural two-to-one covering between P̃ π and Pπ . Let ι′ : P̃ π → P̃ π be the

involution exchanging P0
π and P1

π by translations and central symmetries. We label the sides

of P̃ π with the alphabet A× {0, 1} so that the following conditions hold for any α ∈ A and

ε ∈ {0, 1}:
• p maps an (α, ε)-side of P̃ π to an α-side of Pπ ;

• ι′ maps an (α, ε)-side of P̃ π to an (α, 1 − ε)-side of P̃ π ;
• P0

π contains both (α, 0)-sides of P̃ π if and only if α occurs in both rows of π.

These conditions ensure that, when identifying equally-labelled sides, one obtains a valid trans-

lation surface M̃ π , equipped with a well-de�ned involution ι : M̃ π → M̃ π induced by ι′, whose
quotient M̃ π/ι isMπ . Let Σ̃π = p−1(Σπ). See Figure 3.1 for an example of this construction.

The involution ι induces the splitting H1(M̃ π \ Σ̃π) = H+(π) ⊕ H−(π) into invariant and

anti-invariant parts. We will not use a explicit basis for H−(π), although we will use a basis for

a subspace of H−(π) in Chapter 3.

Homological action of the Rauzy–Veech algorithm

The homological action of the Rauzy–Veech induction algorithm can be described as a change

of basis. As usual, we will start with the case of translation surfaces and then discuss the case of

half-translation surfaces.

Let π be a (genuine) permutation. Let {eα}α∈A be the basis of H1(Mπ \ Σπ) de�ned in the

last section and let {e′α}α∈A be the analogous basis for H1(Mπ′ \ Σπ′), where γ = π → π ′ is
an arrow of a Rauzy diagram. We de�ne the Kontsevich–Zorich matrix indexed by A× A as

Bγ = Id + Eαlαw ∈ SL(ZA), where Id is the identity matrix and Eαlαw has only one nonzero

coe�cient, equal to 1, at position αlαw. The matrix Bγ corresponds to the homological action

H1(Mπ′ \ Σπ′) → H1(Mπ \ Σπ) with respect to the bases {e′α}α∈A and {eα}α∈A, as shown by

Figure 1.4.

In the case of strict generalised permutations, we will only describe the homological action

explicitly for the “plus” part (although we will analyse this action on a subspace of the “minus”

part in Chapter 3). Let γ = π → π ′ be an arrow of a Rauzy diagram. We de�ne theKontsevich–

Zorich matrix indexed by A×A as

Bγ =




Id + Eαlαw 〈eαl, eαw〉 , 0

Id − Eαlαw − 2Eαlαl 〈eαl, eαw〉 = 0
∈ SL(ZA).

The matrix Bγ corresponds to the homological action H1(Mπ′ \ Σπ′) → H1(Mπ \ Σπ) with
respect to the bases {e′α}α∈A and {eα}α∈A. See Figure 1.5 for some examples of cases that do

not show up in the Abelian case.

Remark 1.2.17. Observe that the homological action of the “plus” part of the homology for

the case of generalised permutations is more general than the case of (genuine) permutations.
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Figure 1.4: Computation of the Kontsevich–Zorich matrices as a change of basis in homology
for the Abelian case. The red line represents eαl , the blue line, eαw = e

′
αw

and the green line, e′αl
.
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Figure 1.5: Computation of the Kontsevich–Zorich matrices as a change of basis in homology
when 〈eαl, eαw〉 = 0. The red lines represent eαl , the blue lines, eαw = e

′
αw

and the green lines, e′αl
.

Observe that, in all of these cases, eαl + e
′
αl
+ eαw = 0, so the mapH1(Mπ′ \ Σπ′) → H1(Mπ \ Σπ)

is represented in these bases as Id − Eαlαw − 2Eαlαl .
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σ1

ζ1ζ2

σ2

σ3

ζ3

Figure 1.6: An example of an L-shaped square-tiled surface associated with the permutations
h = (2, 1)(3) and v = (1)(2, 3) (left). The relative cycles σn and ζn (right).

Indeed, 〈θαl, θαw〉 is never 0, so we recover the original formula. Nevertheless, we chose to

present these two cases separately since they di�er in a fundamental aspect: for translation sur-

faces, the matrices expressing the homological action are always positive and coincide with the

action on suspension data, while for half-translation surfaces this is not true. This means that

we cannot use the homological action on half-translation surfaces as a coding for the Teich-

müller geodesic �ow, a fact that does hold for translation surfaces. To analyse the Lyapunov

spectra of quadratic di�erentials in Chapter 3, thus, we need to use another coding (due to Avila

and Resende [AR12]) on the base, while we use the aforementioned matrices on the �bre.

1.2.4 Square-tiled surfaces

Square-tiled surface are very particular examples of translation surfaces. They are interesting

because, while they can be described in simple combinatorial terms, they also exhibit a rich

behaviour. We will start by presenting two equivalent de�nitions.

A square-tiled surface (also called an origami) is a translation surfaceM such that there exists a

�nite cover π : M → T 2 = C/(Z⊕iZ) branched only at 0 ∈ T 2 whose Abelian di�erentialω sat-

is�es ω = π∗(dz). Equivalently, it is a pair of permutations (h, v) ∈ Sym(Sq(M))×Sym(Sq(M))
acting transitively on Sq(M), where Sq(M) is a �nite set. See Figure 1.6 for an example. This

notion was introduced by Thurston [Thu88] and �rst studied from the dynamical point of view

by Gutkin [Gut84], Veech [Vee87] and Gutkin and Judge [GJ96; GJ00].

The equivalence between these two de�nitions can be proved as follows: the permutations

h, v can be obtained from the original de�nition as the deck transformations induced respec-

tively by the curves t 7→ (t, 0) and t 7→ (0, t), with t ∈ [0, 1], and the set of squares Sq(M) can
be de�ned to be the set of connected components of π−1((0, 1) × (0, 1)). Conversely, we can

glue squares horizontally using h and vertically using v and de�ne ω to be the pullback of dz in

each square to obtain a square-tiled surface as in the original de�nition.

We say that square-tiled surface M is reduced if the covering map π cannot be factored

through another nontrivial covering of the torus. In this case, the elements g ∈ SL(2, R) such
that g ·M is a square-tiled surface are exactly SL(2, Z). It is often the case that we study the

action of SL(2, Z) on M instead of the entire SL(2, R)-action, since square-tiled surfaces can

be represented in purely combinatorial terms. The Veech group of M , usually denoted SL(M),
is the subgroup of SL(2, Z) stabilisingM [Vee89; Vee91]. It is always a �nite-index subgroup
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of SL(2, Z) and its index coincides with the cardinality of SL(2, Z) · M . Every square-tiled

surface that we will consider is reduced.

Homology groups

Let S be the underlying topological surface ofM and let Σ be the set of vertices of the squares

of M . For each n ∈ Sq(M), we let σn ∈ H1(S, Σ) be the bottom horizontal side of n, oriented

rightwards, and let ζn ∈ H1(S, Σ) be the left vertical side of n, oriented upwards. See Fig-

ure 1.6. The group H1(S, Σ) can be thought of as the quotient of the group of formal sums on

{σn, ζn}n∈Sq(M) by the relations σn + ζh(n) − σv(n) − ζn for each n ∈ Sq(M).
The homology groupH1(S;R) admits a splittingH st

1 (S) ⊕H
(0)
1 (S) into symplectic and mu-

tually symplectically orthogonal subspaces. The subspace H st
1 (S) is two-dimensional and is

usually called the tautological plane. It is spanned by
∑
n∈Sq(M) σn and

∑
n∈Sq(M) ζn. The sub-

space H (0)1 (S) consists of the zero-holonomy cycles, that is, the cycles c such that
∫
c ω = 0.

Automorphisms and a�ne homeomorphisms

A square-tiled surface may also have nontrivial automorphisms. In this case, the SL(2, Z)-
action does not immediately induce a homological action on the Hodge bundle. Indeed, auto-

morphisms are precisely the reason why orbit closures are, in general, orbifolds and not man-

ifolds. More precisely, we de�ne an a�ne homeomorphism as an orientation-preserving homeo-

morphism of M whose local expressions (with respect to the translation atlas) are a�ne maps

of R2. We denote the group of a�ne homeomorphisms by A�(M). We may extract the lin-

ear part of an a�ne homeomorphism to get a surjective homomorphism A�(M) → SL(M).
The kernel of this homomorphism is the group Aut(M) of automorphisms ofM . This can be

encoded in the form of a short exact sequence:

1→ Aut(M) → A�(M) → SL(M) → 1.

In other words, Aut(M) is precisely the subgroup of Mod(S) stabilizing a lift of M to the Te-

ichmüller space of translation surfaces. In this sense, it measures to which extent the Mod(S)-
action fails to be free atM . Automorphisms can also be de�ned combinatorically: they are the

elements of Sym(Sq(M)) that commute with both h and v.

It is well-known that ifM has only one singularity, then it has no nontrivial automorphisms:

Proposition 1.2.18. Let M be a square-tiled surface belonging to a minimal stratum H(2g − 2).
Then, Aut(M) = {Id}.

Proof. Assume that there exists ψ ∈ Aut(M) \ {Id}. Let p ∈ M be the only singularity of M .

Since ψ is nontrivial, p is the unique �xed point of ψ . Moreover, ψ has �nite order, say k ≥ 2.

Let N = M/〈ψ〉. Then, the covering map π : M → N induces a normal cover of degree k

which is not rami�ed outside p and is rami�ed of order k at p.



1.2. TEICHMÜLLER DYNAMICS 41

nh−1(n)

σh−1(n)

σvh−1(n)

ζh−1(n)

σn

σv(n)

ζn ζh(n)

(
1 1
0 1

)

n

σn = σ
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σvh−1(n) = σ ′vh−1(n)

Figure 1.7: The action ofTh on σn and ζn. Observe that ζn = ζ ′n + σ ′vh−1(n).

Let ∗ ∈ N \ {q}, where q = π(p), be a basepoint. Then, the covering map π is given by

a homomorphism f : π1(N \ {q}) → Z/kZ. In this language, a small loop γ ∈ π1(N \ {q}, ∗)
around q based at ∗ is a product of commutators in π1(N\{q}), so that f (γ) = 1. This contradicts

the fact that π is rami�ed at p with degree k ≥ 2. �

Let ρ : A�(M) → Sp(H1(S;R)) be the representation induced by the homological action

of A�(M). By restricting this representation to an invariant subspace, we obtain a monodromy

representation of a subbundle of the Hodge bundle. We de�ne the monodromy group of this

subbundle to be the image of this representation.

Remark 1.2.19. While a typical translation surface is not stabilised by any nontrivial element of

SL(2, R), a square-tiled surface is stabilised by a “very large” subgroup (a �nite-index subgroup

of SL(2, Z)). Thus, it is reasonable to de�ne its monodromy group by following the SL(2, R)-
orbits, which is something that cannot be done for a generic surface.

The group ρ(A�(M)) preserves the splitting H1(S;R) = H st
1 (S) ⊕ H

(0)
1 (S). Moreover, the

tautological plane H st
1 (S) is irreducible and its monodromy group is a �nite-index subgroup of

SL(2, Z) = Sp(2, Z) which can be identi�ed with SL(M). The subspace H (0)1 (S) is in general

reducible. Therefore, understanding monodromy groups of subbundles of the Hodge bundle

means understanding the irreducible pieces of H (0)1 (S) and the way ρ(A�(M)) acts on them.

The SL(2,Z)-action on homology

The group SL(2, Z) is generated by the following two matrices corresponding to horizontal

and vertical shears, respectively:

Th =

(
1 1

0 1

)
and Tv =

(
1 0

1 1

)
.

Thus, it is enough to study the action of these two matrices on H1(S;R) to understand the en-

tirety of the SL(2, Z)-action. The action ofT and S onH1(S, Σ;R) can be explicitly described

as follows:

(Th)∗σn = σ ′n and (Th)∗ζn = ζ ′n + σ ′vh−1(n),
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Figure 1.8: The cylinder decompositions for the directions (1, 1) and (1, 2), and their associ-
ated waist curves in the L-shaped surface.

(Tv)∗σn = σ ′′n + ζ ′′hv−1(n) and (Tv)∗ζn = ζ ′′n ,

where {σ ′n, ζ ′n}n∈Sq(Th ·M) and {σ ′′n , ζ ′′n }n∈Sq(Tv ·M) are the generating cycles forTh ·M andTv ·M ,

respectively. See Figure 1.7.

Cylinder decompositions and Dehn multi twists

While the action of the matricesTh andTv on H1(S, Σ) is, in principle, enough to understand

the SL(2, Z)-action onH1(S;R), in practice it is usually more convenient to exploit the geom-

etry ofM by using cylinder decompositions and Dehn multi twists.

We say that a cylinder is a maximal collection of parallel closed geodesics bounded by saddle

connections. Given any rational direction (p, q) ∈ Q2, a square-tiled surface M decomposes

into a �nite collection of cylinders with disjoint interiors that are parallel to the segment joining

(0, 0) and (p, q). The waist curve of a cylinder is the closed curve going through the middle

of the cylinder. Let {Ci}ki=1 be the cylinder decomposition of M induced by a given rational

direction (p, q) and let wi ∈ H1(S) be the waist curve of Ci . Assume that `1 ≥ `i for every

i = 1, . . . , k. We have that the ratios of lengths {`1/`i}ki=1 are commensurable, so there exists

a minimal integer N ≥ 1 such that N`1/`i is an integer for every i = 1, . . . , k. The Dehn multi

twist along (p, q) is the a�ne homeomorphism obtained by performing N`1/`i Dehn twists

along the waist curve wi for each i = 1, . . . , k. This homeomorphism is well-de�ned since

〈wi , w j〉 = 0 for each i , j and, thus, the Dehn twists along the waist curves commute with

one another. Moreover, it is indeed an a�ne homeomorphism because it can be obtained by

cutting and pasting along the diagonal of each cylinder and then shearing in the direction (p, q).

Constraints for monodromy groups

Let G = Aut(M). The vector space H1(S;R) has a structure of a G-module induced by the

representationG → Sp(H1(S;R)). SinceG is a �nite group, it admits �nitely many irreducible

representations over R which we denote IrrR(G). TheG-moduleH1(S;R) can be decomposed
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as a direct sum of irreducible representations. That is:

H1(S;R) =
⊕

α∈IrrR(G)
V ⊕nαα ,

where eachVα is an irreducible subspace of H1(S;R) on whichG acts as the representation α.

We can collect the same G-irreducible representations into the so-called isotypical compo-

nents. That is, letWα =V
⊕nα
α and then:

H1(S;R) =
⊕

α∈IrrR(G)
Wα .

The group ρ(A�(M))) does not, a priori, respect this decomposition because a general a�ne

homeomorphism may not commute with every automorphism. However, since G is a �nite

group, there exists a �nite-index subgroup of A�∗(M) ≤ A�(M) whose every element com-

mutes with every element of G. Replacing A�(M) by some �nite-index subgroup preserves

connected component of the identity of the Zariski-closure of the resulting monodromy group.

Given an irreducible representation α of G, we may de�ne an associative division algebra

Dα : the centraliser of α(G) inside EndR(Vα). Up to isomorphism, there are three associative

real division algebras:

• Dα ' R, and α is said to be real;

• Dα ' C, and α is said to be complex; or

• Dα ' H, and α is said to be quaternionic.

The following theorem [MYZ14, Section 3.7; MYZ16] relates these cases to constraints

for monodromy groups:

Theorem 1.2.20. The Zariski-closure of the group ρ(A�∗(M))|Wα is contained in:

• Sp(2gα, R) if α is real;

• SU(pα, qα) if α is complex; or

• SO∗(2dα) if α is quaternionic.
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Chapter 2

Classi�cation of Rauzy–Veech groups
of Abelian di�erentials

The purpose of this chapter is to classify the Rauzy–Veech groups of all connected compo-

nents of all strata of Abelian di�erentials. It is an adapted version of the article “Classi�cation

of Rauzy–Veech groups: proof of the Zorich conjecture” [Gut19b]. Throughout the entire

chapter, we will only work with (genuine) permutations instead of generalised permutations.

2.1 Introduction

The Kontsevich–Zorich conjecture states the simplicity of the Lyapunov spectra of almost all

translation �ows with respect to the Masur–Veech measures. The main ingredient of Avila and

Viana’s proof is the fact that Rauzy–Veech groups are pinching and twisting, which is implied

by Zariski-density by the work of Benoist [Ben97]. However, the converse is not true: there are

known examples of pinching and twisting groups with small Zariski closure [AMY18, Appendix

A].

The pioneering work of Avila, Matheus and Yoccoz [AMY18] shows that this conjecture

holds for the particular case of hyperelliptic Rauzy–Veech groups. Their methods also laid the

groundwork for further results in this direction.

The main theorem of this chapter is the following:

Theorem 2.1.1. At the level of absolute homology, the Rauzy–Veech group of any connected component
of any stratum of the moduli space of genus-g translation surfaces is an explicit �nite-index subgroup of

Sp(2g, Z). More precisely:

• For hyperelliptic connected components, it is the group preserving a speci�c �nite set modulo two

[AMY18, Theorem 2.9]. Equivalently, at the level of mapping classes, it is the group commuting

with the hyperelliptic involution [AMY18, Section 4.2.2].

• For spin connected components, it is the preimage, under the modulo-two reduction, of an orthog-

onal group. In other words, it is the group preserving a speci�c quadratic form modulo two.

45
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• Otherwise, it is the entire ambient symplectic group.

This theorem is proved in several steps throughout the chapter. A more precise version of

our results is presented in Theorem 2.6.8.

Remark 2.1.2. The Rauzy–Veech groups of a spin connected component is, a posteriori, a max-

imal subgroup of Sp(2g, Z) in the sense that any group properly containing it is Sp(2g, Z)
[BGP14, Theorem 3]1. Its index is 2g−1(2g +1) or 2g−1(2g −1), depending on the spin parity.

Since 2g−1(2g−1) does not divide 2g−1(2g+1) for g ≥ 2, any subgroup of Sp(2g, Z) containing
the Rauzy–Veech group of both spin connected components is Sp(2g, Z). We use these facts

several times in order to completely classify the Rauzy–Veech groups.

We obtain a similar result for the monodromy group, since it contains the Rauzy–Veech

group, commutes with the hyperelliptic involution at the level of mapping classes for hyperel-

liptic connected components, and preserves the same quadratic form for spin connected com-

ponents. The Zariski-density was already known for these groups [Fil17, Corollary 1.7].

Corollary 2.1.3. At the level of absolute homology, the monodromy group of any connected component
of any stratum of the moduli space of genus-g translation surfaces is an explicit �nite-index subgroup of

Sp(2g, Z) which coincides with the Rauzy–Veech group.
To prove Theorem 2.1.1, we reduce the general conjecture to the case of minimal strata.

Indeed, we show in Lemma 2.6.5 that the Rauzy–Veech group of any connected component

of any stratum contains the Rauzy–Veech group of speci�c connected components of minimal

strata of surfaces of the same genus. For the case of minimal strata, we prove the following

theorem:

Theorem 2.1.4. The Rauzy–Veech group of a nonhyperelliptic connected component of a minimal

stratum of the moduli space of genus-g translation surfaces is the preimage of the orthogonal group

O(Q) ⊆ Sp(2g, Z/2Z) by the modulo-two reduction Sp(2g, Z) → Sp(2g, Z/2Z), where Q is the

quadratic form on modulo-two homology de�ning the spin parity.

An immediate corollary is that these groups have �nite index in Sp(2g, Z). The proof of

Theorem 2.1.4 is elementary and is divided into two parts. First, we show that the level-two

congruence subgroup of Sp(2g, Z) (that is, the kernel of themodulo-two reduction) is contained

in such Rauzy–Veech groups in Proposition 2.3.6 and Proposition 2.3.14. Then, we show that

the modulo-two reduction is surjective onto O(Q) in Proposition 2.4.8. Both parts of the proof

rely on constructing explicit sets of generators inductively, �rst for the level-two congruence

subgroup and then for O(Q).
Our methods also allow us to describe the Rauzy–Veech groups of the nonhyperelliptic

connected components of H(g −1, g −1) for g ≥ 3 at the level of relative homology explicitly.

Indeed, we show in Theorem 2.5.1 that they can be written as suitable subgroups of semi-direct

products.
1This result uses the classi�cation of �nite simple groups.
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2.2 Rauzy–Veech groups

Although we already introduced the Rauzy–Veech groups in the previous chapter, will now

give a more precise de�nition of Rauzy–Veech groups for translation surfaces.

2.2.1 Rauzy–Veech groups in homology

Let R be a Rauzy diagram. We consider an undirected version R̃ of R: for each arrow

γ = π → π ′ we add a reversed arrow γ−1 = π ′ → π. To each arrow γ−1 we associate the

matrix Bγ−1 = B−1
γ , where Bγ is the Kontsevich–Zorich matrix of γ. Now consider a walk

γ = γ1γ2 · · · γn in R̃ starting at π and ending at π ′. We de�ne Bγ = BγnBγn−1 · · ·Bγ1 ∈ SL(ZA),
which satis�es Ωπ′ = BγΩπB

ᵀ
γ . In particular, if π ′ = π (that is, if γ is a cycle), one has that Bγ

(acting on row vectors) belongs to Sp(Ωπ , Z).
The Rauzy–Veech group of π is the group generated by matrices of this form:

De�nition 2.2.1. Let R be a Rauzy diagram and let π ∈ R be a �xed vertex. We de�ne the

Rauzy–Veech group RV(π) of π as the set of matrices in Sp(Ωπ , Z) of the form Bγ , where γ is a

cycle on R̃ with endpoints at π. We will always consider the action of RV(π) on row vectors

unless explicitly stated otherwise.

Observe if π, π ′ are vertices of the same Rauzy classR, then RV(π) and RV(π ′) are isomor-

phic, so we can de�ne the Rauzy–Veech group of a Rauzy class. Indeed, if γ is any walk joining

π and π ′, then the conjugation by Bγ is an isomorphism between Sp(Ωπ , Z) and Sp(Ωπ′, Z)
and between RV(π) and RV(π ′). This shows, in particular, that the Rauzy–Veech group of a

Rauzy class has a well-de�ned index inside its ambient symplectic group.

Remark 2.2.2. One could also de�ne Rauzy–Veechmonoids by considering loops on the directed

graph R instead of on the undirected graph R̃. Nevertheless, the group generated by this

monoid coincides with our de�nition of Rauzy–Veech group, which is essentially a consequence

of the fact that Rauzy diagrams are strongly connected. Nevertheless, classifying Rauzy–Veech

monoids remains an open question.

2.2.2 Rauzy–Veech groups in homotopy

In this section we follow the general discussion about Rauzy diagrams and Dehn twists by Avila,

Matheus and Yoccoz [AMY18, Section 4].

Consider a Rauzy diagram R. For π ∈ R, we denote the pure mapping class group of

Mπ relative to Σπ by Mod(Mπ , Σπ). We equip Mπ with a basepoint ∗π = 1/2 ∈ C and we set

Oπ = d/2 ∈ C. We denote by Σ∗π the set consisting of Oπ and the midpoints of the sides of Pπ .

For each arrow γ = π → π ′ inR there exists a homeomorphismHγ : Mπ → Mπ′ respecting

the naming of the sets of marked points Σπ , Σπ′ [AMY18, Section 4.1.2]. We denote by [Hγ ]
its isotopy class from (Mπ , Σπ ∪ Σ∗π) to (Mπ , Σπ′ ∪ Σ∗π′) relative to Σπ ∪ Σ∗π . We also de�ne

Hγ−1 = H−1
γ for the arrow γ−1 = π ′ → π ∈ R̃. Now consider a walk γ = γ1γ2 · · · γn in R̃
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starting at π and ending at π ′. Similarly, we de�ne [Hγ ] = [Hγn ][Hγn−1] · · · [Hγ1]. We can then

de�ne the modular Rauzy–Veech group in an analogous way to the homological case:

De�nition 2.2.3. Let R be a Rauzy diagram and let π ∈ R be a �xed vertex. We de�ne the

modular Rauzy–Veech group MRV(π) of π as the set of mapping classes in Mod(Mπ , Σπ) of the
form [Hγ ], where γ is a cycle on R̃ with endpoints at π.

The action of the mapHγ on the fundamental groups, where γ = π → π ′ is an arrow inR,

can be made explicit. Indeed, let αw and αl be the winner and loser, respectively, of the Rauzy

induction. The induced homomorphism π1(γ) : π1(Mπ \ Σπ , ∗π) → π1(Mπ′ \ Σπ′, ∗π′) of Hγ

on the fundamental groups is (up to homotopy): π1(γ)(θα) = θ ′α for every α , αl and

π1(γ)(θαl) =


θ ′αl

? (θ ′αw
)−1 if γ is of top type

(θ ′αw
)−1? θ ′αl

if γ is of bottom type,

where {θα}α∈A and {θ ′α}α∈A are the distinguished curves inMπ \Σπ andMπ′ \Σπ′ , respectively,
joining themidpoints of the equally-labelled sides. The induced homomorphism ofHγ , written

in terms of the homology classes of the curves {θα}α∈A and {θ ′α}α∈A, is exactly Id−Eαlαw = B
−1
γ .

Therefore, the induced action of MRV(π) on homology is precisely RV(π). We will identify

the matrix Bγ = Id + Eαlαw with a map H1(Mπ′ \ Σπ′) → H1(Mπ \ Σπ) by using these bases.

Dehn twists

For each α ∈ A, we have that at least one of the Dehn twists along θα belongs to MRV(π).
These Dehn twists will be useful to generate RV(π).

Lemma 2.2.4. Let π be a vertex of a Rauzy diagram R. Then, the left or right Dehn twist along θα
belongs to MRV(π) for every α ∈ A.

Proof. Fix α ∈ A and let ξα be the isotopy class of θα . Let γ be a (possibly empty) walk on R

starting at π ending on a vertex π ′ = (π ′t , π ′b) such that α = (π ′t )−1(d) or α = (π ′b)−1(d), and such

that π ′ is the �rst vertex of γ with this property. Such a walk exists because Rauzy diagrams

are strongly connected.

Let γ ′ be the pure cycle at π ′ having α as the winner. That is, all the arrows of γ are di�erent

and their winner is α. Assume that it is a pure cycle of top type. We have that [Hγγ′γ−1] is equal
to the left Dehn twist along θα , which we denoteTξa . Indeed, let ξ

′
α be the isotopy class of θ

′
α . It

is easy to see that [Hγ′] =Tξ ′α , since it is computed along a pure cycle [AMY18, Section 4.1.6].

We obtain that [Hγγ′γ−1] = [H−1
γ ]Tξ ′α [Hγ ] =T[H−1

γ ](ξ ′α ), where the last equality is straightforward
by de�nition of Dehn twist. Our hypothesis on γ and the previous discussion about the action

of Hγ on the fundamental groups show that [Hγ ]maps ξα to ξ ′α , since α is not the loser of any

arrow of γ. We conclude that [Hγγ′γ−1] = Tξα . If γ ′ is a pure cycle of bottom type, similar

computations show that [Hγγ′γ−1] is equal to the right Dehn twist along θα . �
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Finally, the induced actionTα : H1(Mπ\Σπ) → H1(Mπ\Σπ) of the (either left or right) Dehn

twist Tξα has a simple expression in the basis consisting of the homology classes of {θα}α∈A.
Indeed, the alternate form Ωπ is de�ned as the intersection form of such curves, so we have

thatTα(u) = u + 〈[θα], u〉[θα] for any u ∈ H1(Mπ \ Σπ), where [θα] is the homology class of θα
and 〈·, ·〉 is the bilinear form induced by Ωπ . Since we will use the basis {[θα]}α∈A, we identify
[θα] with the canonical vector eα whose only nonzero coordinate, equal to 1, is at position α.

2.2.3 General properties of Rauzy–Veech groups

In this section we state some general properties of Rauzy–Veech groups. Recall that we consider

the action on row vectors. First, we state the de�nition of a symplectic transvection:

De�nition 2.2.5. For a vector v ∈ H1(Mπ \ Σπ), we de�ne the symplectic transvectionTv along v
as:

Tv(u) = u + 〈v, u〉v.

Clearly,Tv ∈ Sp(Ωπ , Z). Moreover, observe thatT−v =Tv for any v ∈ H1(Mπ \ Σπ).
We have previously shown that Tα = Teα for each α ∈ A. Conversely, for each primitive

vector v ∈ H1(Mπ \ Σπ) we can choose a simple closed curve c on Mπ \ Σπ whose homology

class is v. If ξ is the isotopy class of c, then it is easy to see that the (either left or right) Dehn

twistTξ ∈ Mod(Mπ , Σπ) acts in homology asTv.

The following lemma allows us to construct more symplectic transvections from a set of

generators.

Lemma 2.2.6. Let v, w ∈ H1(Mπ \ Σπ) such that 〈v, w〉 = 1. Then,

• T−1
w TvTw =TvTwT−1

v =Tv+w;

• TwTvT−1
w =T−1

v TwTv =Tv−w .

Proof. It is a well-known fact that if f ∈ Mod(Mπ , Σπ), then fTξ f −1 = Tf (ξ ) [FM12, Fact

3.7]. The proof follows directly from this fact and the previous discussion, since the equality

〈v, w〉 = 1 implies that v and w are primitive. �

We have that the group generated by symplectic transvections along canonical vectors is an

invariant of the Rauzy class:

Lemma 2.2.7. Let π , π ′ be vertices of a Rauzy diagram R. For α ∈ A, de�ne Teα ∈ RV(π) and
Te′α ∈ RV(π ′) as the symplectic transvections along the homology classes of θα and θ ′α , respectively. Let
G ⊆ RV(π) and G ′ ⊆ RV(π ′) be the subgroups generated by {Teα }α∈A and {Te′α }α∈A, respectively.
If γ is any walk in R̃ joining π and π ′, then the isomorphism Sp(Ωπ , Z) → Sp(Ωπ′, Z) de�ned by

S 7→ B−1
γ SBγ restricts to an isomorphism betweenG andG ′.

Proof. By induction, we can assume that γ is the arrow π → π ′. It is enough to show that, for

each α ∈ A, there exists S ∈ G such that B−1
γ SBγ =Te′α . Observe that B−1

γ TvBγ =TvB−1
γ

for any
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v ∈ H1(Mπ \ Σπ). Therefore, if α , αl, we can choose S = Teα and, if α = αl, we can choose

S =Teα+eαw
, which is equal to eitherT−1

eαw
TeαTeαw

orTeαw
TeαT

−1
eαw

depending on the type of γ. �

We will end up showing that, in absolute homology, the groupG in the previous lemma is

the entire Rauzy–Veech group.

To formalise the idea of generating symplectic transvections from a set of generators using

the previous lemma, we introduce the following de�nitions:

De�nition 2.2.8. For V ⊆ H1(Mπ \ Σπ), we consider the group GV ⊆ Sp(Ωπ , Z) generated
by the symplectic transvections {Tv}v∈V . We say that a set X ⊆ H1(Mπ \ Σπ) is Ωπ-closed if

X = −X and 〈v, w〉 = 1 implies v + w, v − w ∈ X for every v, w ∈ X . We denote byV Ωπ the

smallest Ωπ-closed set containingV . By Lemma 2.2.6, {Tv}v∈V Ωπ ⊆ GV .

We also need a way to generate squares of symplectic transvections along sum of vectors

when their intersection form is zero. We have the following:

Lemma 2.2.9. Let v1, v2, v3, v4 ∈ H1(Mπ \ Σπ) such that

〈vi , v j〉4i, j=1 =

©«

0 0 0 1

0 0 1 1

0 −1 0 1

−1 −1 −1 0

ª®®®®®¬
thenT2

v1+v2
,T2

v1−v2
,T2

v1+v3
,T2

v1−v3
∈ G{v1,v2,v3,v4 }.

Proof. We will �rst show that 2v1 + v2, 2v1 − v3 ∈ {v1, v2, v3, v4}Ωπ . For this, it is enough to

observe that:

1 = 〈v1, v4〉 = 〈v1 + v4, −v1〉 = 〈2v1 + v4, −v3〉 = 〈2v1 − v3 + v4, v4〉
= 〈2v1 − v3, v2〉 = 〈2v1 + v2 − v3, v3〉.

We obtain thatT2v1+v2,T2v1−v3 ∈ G{v1,v2,v3,v4 }. Now, we have that:

T2v1+v2(u) = u + 4〈v1, u〉v1 + 2〈v1, u〉v2 + 2〈v2, u〉v1 + 〈v2, u〉v2

and, since 〈v1, v2〉 = 〈v2, v1〉 = 0, we also have that:

T−2
v1
Tv2T2v1+v2(u) = u + 2〈v1, u〉v1 + 2〈v1, u〉v2 + 2〈v2, u〉v1 + 2〈v2, u〉v2 =T2

v1+v2
(u).

Similarly, we have that:

T2v1−v3(u) = u + 4〈v1, u〉v1 − 2〈v1, u〉v3 − 2〈v3, u〉v1 + 〈v3, u〉v3
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and that:

T−2
v1
Tv3T2v1−v3(u) = u + 2〈v1, u〉v1 − 2〈v1, u〉v3 − 2〈v3, u〉v1 + 2〈v3, u〉v3 =T2

v1−v3
(u).

We can prove thatT2
v1−v2

,T2
v1+v3

∈ G{v1,v2,v3,v4 } in a similar way by swapping the roles of v2 and

v3. �

The signs of the intersections are not important as shown by the following useful corollary:

Corollary 2.2.10. Let v′1, v
′
2, v
′
3, v
′
4 ∈ H1(Mπ \ Σπ) such that

|〈v′i , v′j〉|4i, j=1 =

©«

0 0 0 1

0 0 1 1

0 1 0 1

1 1 1 0

ª®®®®®¬
thenT2

v′1+v
′
2
,T2

v′1−v′2
,T2

v′1+v
′
3
,T2

v′1−v′3
∈ G{v′1,v′2,v′3,v′4 }.

Proof. We apply the previous lemma with v1 = ±v′1, {v2, v3} = {±v′2, ±v′3} and v4 = v′4, where
we �rst choose the signs of v1, v2 and v3 so 〈v1, v4〉 = 〈v2, v4〉 = 〈v3, v4〉 = 1 and then we choose

the order of v2 and v3 so 〈v2, v3〉 = 1. �

Finally, we will prove that the Rauzy–Veech groups preserve the quadratic formQπ de�ning

the spin parity. By de�nition,Qπ(eα) = 1 for each α ∈ A, so given u =
∑
a∈Auαeα we have that:

Qπ(u) =
∑
α< β

uα(Ωπ)α βuβ +
∑
α∈A

uα mod 2,

where the notation “
∑
α< β ” means “

∑
πt(α)<πt(β )”. By de�nition, this quadratic form satis�es

Qπ(u + v) = Qπ(u) +Qπ(v) + 〈u, v〉 mod 2.

Remark 2.2.11. The usual de�nitionQπ(u) = ind(c)+1mod2, where c is a curve whosemodulo-

two homology class is u, only works when the order of everymarked point is even. Nevertheless,

we will always consider the explicit formula in terms of the basis {eα}α∈A as the de�nition of

Qπ , which is valid in any case.

Throughout the entire chapter, we denote the modulo-two reduction of an object • by a bar
above it: •. We can now prove that the Kontsevich-Zorich matrices preserve these quadratic

forms.

Lemma 2.2.12. Let γ = π → π ′ be an arrow of some Rauzy diagram. Then, Qπ′(u) = Qπ(uBγ )
for every u ∈ H1(Mπ′ \ Σπ′;Z/2Z).
Proof. Let αw and αl be the winner and loser, respectively, for the Rauzy induction. Then,

Bγ = Id + Eαlαw . Thus,

Qπ(uBγ ) = Qπ(u + uαleαw) = Qπ(u) + uαl + uαl 〈u, eαw〉π ,
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where 〈·, ·〉π denotes the bilinear form induced by Ωπ .

On the other hand, since Ωπ′ = BγΩπB
ᵀ
γ an immediate computation yields:

(Ωπ′)α β =




Ωα β α , αl, β , αl

Ωα β +Ωαw β α = αl, β , αl

Ωα β +Ωααw α , αl, β = αl

0 α = αl = β

and, therefore,

Qπ′(u) =
∑
α< β

uα(Ωπ′)α βuβ +
∑
α∈A

uα =
∑
α< β

uα(Ωπ)α βuβ + uαl

∑
α,αl

uα(Ωπ)ααw +
∑
α∈A

uα

=
∑
α< β

uα(Ωπ)α βuβ + uαl + uαl

∑
α∈A

uα(Ωπ)ααw +
∑
α∈A

uα

= Qπ(u) + uαl + uαl 〈u, eαw〉π = Qπ(uBγ )

where we used that Ωαlαw = 1. �

We obtain the following straightforward corollary:

Corollary 2.2.13. The action on H1(Mπ \ Σπ ;Z/2Z) of the Rauzy–Veech group preserves Qπ . In

other words, RV(π) ⊆ O(Qπ), where O(Qπ) ⊆ Sp(Ωπ , Z/2Z) is the orthogonal group induced byQπ .

We will show that, for some connected components of strata, the previous corollary char-

acterises the Rauzy–Veech group. That is, the group is the preimage of O(Qπ) for the modulo-

two reduction. Nevertheless, this is not true for every connected component. In particular, for

g ≥ 3 and every hyperelliptic connected component of H(2g −2) or H(g −1, g −1) there exist
orthogonal transvections not belonging to the Rauzy–Veech group (see Section 2.4).

2.3 Generating the level-two congruence subgroup

The �rst part of our proof that the Rauzy–Veech groups of the even and odd connected compo-

nents of minimal strata are the entire preimages of O(Q) by the modulo-two reduction consists

of showing that ker(Sp(Ωπ , Z) → Sp(Ωπ , Z/2Z)) ⊆ RV(π), where π represents a nonhyperel-

liptic connected component of H(2g −2). That is, we have to prove that the level-two congru-

ence subgroup is contained in RV(π).
For this section, we will use the following explicit permutation representatives of minimal

strata computed by Zorich [Zor08, Proposition 3, Proposition 4]:

τ (g) =

(
0 1 2 3 5 6 · · · 3g − 7 3g − 6 3g − 4 3g − 3
3 2 6 5 9 8 · · · 3g − 3 3g − 4 1 0

)
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for g ≥ 3 and

σ (g) =

(
0 1 2 3 5 6 · · · 3g − 7 3g − 6 3g − 4 3g − 3
6 5 3 2 9 8 · · · 3g − 3 3g − 4 1 0

)

for g ≥ 4. One has thatMτ (g) ∈ H(2g − 2)odd and thatMσ(g) ∈ H(2g − 2)even.

A �nite set of generators of the level-two congruence subgroup is the following: given

a symplectic basis (bα)α∈A, the squares of symplectic transvections T2
bα

and T2
bα+bβ

for every

α, β ∈ A [Mum07, Appendix to Section 5]. We will prove this fact for the family (τ (g))g≥3

and (σ (g))g≥4 separately to obtain that the associated Rauzy–Veech group contains the level-two

congruence subgroup. Observe that the condition is redundant if α = β , since T2
2bα
= (T2

bα
)4,

so we can ignore these cases.

2.3.1 Proof for the �rst family

Our objective is now proving that the level-two congruence subgroup can be generated for the

family (τ (g))g≥3 of irreducible permutations. We will denote M (g) for Mτ (g) , Σ
(g) for Στ (g) and

Ω(g) for Ωτ (g) until explicitly stated otherwise.

We start by �nding an appropriate symplectic basis:

Lemma 2.3.1. If g ≥ 3, a symplectic basis for (H1(M (g) \ Σ(g)), 〈·, ·〉) is given by the following pairs
of vectors:

{e2, e3}, {e5, e6}, {e8, e9}, . . . , {e3g−4, e3g−3},
{e0 + (−e2 + e3) + (−e5 + e6) + · · · + (−e3g−4 + e3g−3),
e1 + (−e2 + e3) + (−e5 + e6) + · · · + (−e3g−4 + e3g−3)}.

Proof. The proof is a straightforward computation. �

We denote the last two vectors in the previous lemma by v∗ and w∗, respectively. The

next series of lemmas show that RV(τ (g)) contains the desired squares of symplectic transvec-

tions for this basis. Recall that if v ∈ H1(M (g) \ Σ(g)) belongs to {eα}Ω(g)α∈A, then Tv ∈ RV(τ (d))
(and, therefore, T2

v ∈ RV(τ (g))) by Lemma 2.2.4 and Lemma 2.2.6. For this reason, we

will sometimes prove that v ∈ {eα}Ω(g)α∈A. Moreover, if two vectors v, w belong to {eα}Ω(g)α∈A
and satisfy 〈v, w〉 = 1, then v + w belongs to {eα}Ω(g)α∈A, so in all of these cases we get that

T2
v+w ∈ RV(τ (d)) “for free”. This is the case for the vectors e2, e3, e5, e6, . . . , e3g−4, e3g−3 and

also for e2 + e3, e5 + e6, . . . , e3g−4 + e3g−3.

The following lemma is not a strict part of the proof, but will allow us to simplify many

arguments.

Lemma 2.3.2. If β mod 6 = 3, then (−e2 + e3) + (−e5 + e6) + · · · + (−eβ−1 + eβ ) ∈ {eα}Ω(g)α∈A.
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Proof. Observe that v0 = −e2 + e3 ∈ {eα}Ω(g)α∈A. We continue inductively: for k ≥ 1 we have that:

1 = 〈e0, e6k+3〉 = 〈−e0 + e6k+3, −e6k+5〉 = 〈−e0 + e6k+3 − e6k+5, −e6k+8〉
= 〈−e0 + e6k+3 − e6k+5 − e6k+8, e0〉 = 〈e6k+3 − e6k+5 − e6k+8, vk〉
= 〈vk + e6k+3 − e6k+5 − e6k+8, −e6k+3〉 = 〈vk − e6k+5 − e6k+8, −e6k+6〉
= 〈vk − e6k+5 + e6k+6 − e6k+8, −e6k+9〉

so vk+1 = vk + (−e6k+5 + e6k+6) + (−e6k+8 + e6k+9) ∈ {eα}Ω(g)α∈A. By continuing this way until

k = (β − 3)/6 we obtain the desired result. �

Lemma 2.3.3. Let α, β ∈ {2, 3, 5, 6, . . . , 3g − 4, 3g − 3} such that 〈eα, eβ 〉 = 0. Then, we have

thatT2
eα+eβ ∈ RV(τ (g)).

Proof. Let β ′ ∈ A\ {0, 1} such that |〈eβ , eβ ′〉| = 1. We can use Corollary 2.2.10 with v′1 = eα ,
v′2 = eβ , v

′
3 = eβ ′ , v

′
4 = e0. �

Lemma 2.3.4. If 3g − 3 mod 6 = 3, thenT2
v∗,T

2
w∗ ∈ RV(τ (g)) and v∗ +w∗ ∈ {eα}Ω(g)α∈A.

If 3g − 3 mod 6 = 0, then v∗, w∗, v∗ +w∗ ∈ {eα}Ω(g)α∈A.

Proof. If 3g−3mod6 = 3, then v = (−e2+e3)+· · ·+(−e3g−4+e3g−3) ∈ {eα}Ω(g)α∈Aby Lemma 2.3.2.

We can use Corollary 2.2.10 with v′1 = v, v′2 = e0, v′3 = e1 and v′4 = e2 to conclude that

T2
v∗,T

2
w∗ ∈ RV(τ (g)). Moreover, we have that v∗ +w∗ ∈ {eα}Ω(g)α∈A since

1 = 〈e0, e3g−3〉 = 〈e0 − e3g−3, −v〉 = 〈e0 − e3g−3 + v, −v〉
= 〈e0 − e3g−3 + 2v, −e3g−3〉 = 〈e0 + 2v, e1〉

so v∗ +w∗ = e0 + e1 + 2v ∈ {eα}Ω(g)α∈A.

If 3g − 3 mod 6 = 0, we have that v = (−e2 + e3) + · · · + (−e3g−7 + e3g−6) ∈ {eα}Ω(g)α∈A by

Lemma 2.3.2. Observe that:

1 = 〈e1, e3g−6〉 = 〈e1 − e3g−6, e3g−4〉 = 〈e1 − e3g−6 − e3g−4, e0〉
= 〈e0 + e1 − e3g−6 − e3g−4, −v〉 = 〈e0 + e1 − e3g−6 − e3g−4 + v, e3g−6〉
= 〈e0 + e1 − e3g−4 + v, e3g−3〉,

so w = v + e0 + e1 + (−e3g−4 + e3g−3) ∈ {eα}Ω(g)α∈A. Since 〈w, −e0〉 = 1 and 〈w, e1〉 = 1, we obtain

that v∗ = w − e1 and w∗ = w − e0 belong to {eα}Ω(g)α∈A. We also obtain that v∗ + w∗ ∈ {eα}Ω(g)α∈A
since 〈v∗, w∗〉 = 1. �

The next lemma completes the proof:

Lemma 2.3.5. Let β ∈ {2, 3, 5, 6, . . . , 3g − 4, 3g − 3}. Then,T2
v∗+eβ ,T

2
w∗+eβ ∈ RV(τ (g)).
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Proof. We consider two cases:

If 3g − 3 mod 6 = 3, we have that v = (−e2 + e3) + · · · + (−e3g−4 + e3g−3) ∈ {eα}Ω(g)α∈A by

Lemma 2.3.2. Observe that v∗ + eβ ∈ {eα}Ω(g)α∈A since 1 = 〈e0, eβ 〉 = 〈e0 + eβ , v〉. We can prove

that w∗ + eβ ∈ {eα}Ω(g)α∈A analogously.

If 3g −3mod6 = 0, let β ′ ∈ A\ {0, 1} such that |〈eβ , eβ ′〉| = 1. By the previous lemma, we

have that v∗, w∗ ∈ {eα}Ω(g)α∈A. We conclude by Corollary 2.2.10 with v′1 = v
∗, v′2 = eβ , v

′
3 = eβ ′

and v′4 = e1 and with v′1 = w
∗, v′2 = eβ , v

′
3 = eβ ′ and v

′
4 = e0. �

We obtain the following proposition:

Proposition 2.3.6. For any g ≥ 3, the symplectic transvections {Tα}α∈A generate a group containing

the level-two congruence subgroup ker(Sp(Ωτ (g), Z) → Sp(Ωτ (g), Z/2Z)). In particular, it is contained
in RV(τ (g)).

2.3.2 Proof for the second family

We will now prove that the level-two congruence subgroup can be generated for the family

(σ (g))g≥4 of irreducible permutations. The proof is very similar to the one for the �rst family,

although some computations are di�erent so it is necessary to present it in full detail. We will

denoteM (g) forMσ(g) , Σ
(g) for Σσ(g) and Ω

(g) for Ωσ(g) until explicitly stated otherwise.

We start by �nding an appropriate symplectic basis:

Lemma 2.3.7. If g ≥ 4, a symplectic basis for (H1(M (g) \ Σ(g)), 〈·, ·〉) is given by the following pairs
of vectors:

{e2 − e5 + e6, e3 − e5 + e6}, {e5, e6}, {e8, e9}, . . . , {e3g−4, e3g−3},
{e0 + (−e2 + e3) + (−e5 + e6) + · · · + (−e3g−4 + e3g−3),
e1 + (−e2 + e3) + (−e5 + e6) + · · · + (−e3g−4 + e3g−3)}.

Proof. The proof is a straightforward computation. �

As before, we denote the last two vectors by v∗ and w∗ respectively. Observe that we have

that e5, e6, . . . , e3g−4, e3g−3 and e5 + e6, . . . , e3g−4 + e3g−3 belong to {eα}Ω(g)α∈A “for free”.

We have a lemma analogous to Lemma 2.3.2:

Lemma 2.3.8. If β mod 6 = 3, then (−e2 + e3) + (−e5 + e6) + · · · + (−eβ−1 + eβ ) ∈ {eα}Ω(g)α∈A.

Proof. We will prove that (−e2 + e3)+ (−e5 + e6)+ (−e8 + e9) ∈ {eα}Ω(g)α∈A. Then, we can continue

inductively as in the proof of Lemma 2.3.2. We have that:

1 = 〈e0, e3〉 = 〈e0 + e3, e8〉 = 〈e0 + e3 − e8, e1〉 = 〈e0 − e1 + e3 − e8, −e2〉
= 〈e0 − e1 − e2 + e3 − e8, −e9〉 = 〈e0 − e1 − e2 + e3 − e8 + e9, e0〉
= 〈−e1 − e2 + e3 − e8 + e9, −e5〉 = 〈−e1 − e2 + e3 − e5 − e8 + e9, e1〉
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= 〈−e2 + e3 − e5 − e8 + e9, −e6〉,

which shows what we wanted. �

The proofs of some lemmas are very similar to the ones for the �rst family (replacing the

usage of Lemma 2.3.2 by Lemma 2.3.8) and in these cases we will just refer to such proofs.

Indeed, one has that, for any α ∈ {0, 1, 8, 9, 11, 12, . . . , 3g − 3}, 〈v, eα〉τ (g) = 〈v, eα〉σ(g) for
any v, so τ (g) and σ (g) can only di�er for α ∈ {2, 3, 5, 6} (and sometimes they are equal even

in this case). We will implicitly exploit this fact to avoid having to repeat the proofs.

Lemma 2.3.9. Let α, β ∈ {5, 6, . . . , 3g − 4, 3g − 3} such that 〈eα, eβ 〉 = 0. Then, we have that

T2
eα+eβ ∈ RV(σ (g)).

Proof. The proof is identical to that of Lemma 2.3.3. �

Lemma 2.3.10. If 3g − 3 mod 6 = 3, thenT2
v∗,T

2
w∗ ∈ RV(σ (g)) and v∗ +w∗ ∈ {eα}Ω(g)α∈A.

If 3g − 3 mod 6 = 0, then v∗, w∗, v∗ +w∗ ∈ {eα}Ω(g)α∈A.

Proof. The proof is identical to that of Lemma 2.3.4. �

Lemma 2.3.11. Let β ∈ {5, 6, . . . , 3g − 4, 3g − 3}. Then,T2
v∗+eβ ,T

2
w∗+eβ ∈ RV(σ (g)).

Proof. The proof is identical to that of Lemma 2.3.5. �

Lemma 2.3.12. We have thatT2
eβ−e5+e6 ∈ RV(σ (g)) and (e2 − e5 + e6) + (e3 − e5 + e6) ∈ {eα}Ω(g)α∈A

for any β ∈ {2, 3}.

Proof. Observe thatT2
e2−e5+e6,T

2
e3−e5+e6 ∈ RV(σ (g)) by Corollary 2.2.10 with v′1 = e5−e6, v′2 = e2,

v′3 = e3 and v′4 = e5. Moreover, we have that:

1 = 〈e2, e5〉 = 〈e2 − e5, e5〉 = 〈e2 − 2e5, −e6〉 = 〈e2 − 2e5 + e6, −e6〉 = 〈e2 − 2e5 + 2e6, e3〉,

so (e2 − e5 + e6) + (e3 − e5 + e6) ∈ {eα}Ω(g)α∈A. �

The following lemma completes the proof:

Lemma 2.3.13. We have that (eβ − e5 + e6) + eα′ ∈ {eα}Ω(g)α∈A for any letters β ∈ {2, 3} and
α ′ ∈ {5, 6, . . . , 3g − 4, 3g − 3}. Moreover,T2

(eβ−e5+e6)+v∗,T
2
(eβ−e5+e6)+w∗ ∈ RV(σ (g)).

Proof. If α ′ = 5, the result is obvious. If α ′ = 6, it is enough to observe that

1 = 〈eβ , e6〉 = 〈eβ + e6, e6〉 = 〈eβ + 2e6, −e5〉.

If α ′ ∈ {8, 9, . . . , 3g − 4, 3g − 3}, let β ′ ∈ A\ {0, 1} such that ε = 〈eα′, eβ ′〉 , 0. If ε = 1 we

can use that:

1 = 〈e1, eβ 〉 = 〈−e1 + eβ , −eα′〉 = 〈−e1 + eβ + eα′, −e0〉 = 〈−e0 − e1 + eβ + eα′, −e5〉
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= 〈−e0 − e1 + eβ − e5 + eα′, −eβ ′〉 = 〈−e0 − e1 + eβ − e5 + eα′ − eβ ′, e0〉
= 〈−e1 + eβ − e5 + eα′ − eβ ′, −e6〉 = 〈−e1 + eβ − e5 + e6 + eα′ − eβ ′, −e1〉
= 〈eβ − e5 + e6 + eα′ − eβ ′, eβ ′〉

to show that (eβ − e5 + e6) + eα′ ∈ {eα}Ω(g)α∈A. The case ε = −1 can be proved similarly.

If 3g − 3 mod 6 = 3, let v = (−e2 + e3) + (−e5 + e6) + · · · + (e3g−4 − e3g−3) ∈ {eα}Ω(g)α∈A by

Lemma 2.3.8. We have that 1 = 〈eβ , v〉 = 〈eβ + v, −e0〉, so v∗ + eβ ∈ {eα}Ω(g)α∈A. We can use

Corollary 2.2.10 with v′1 = −e5 + e6, v′2 = v∗ + e2, v′3 = v∗ + e3 and v′4 = e1 + e5 to conclude that

T2
(eβ−e5+e6)+v∗ ∈ RV(σ (g)). The fact thatT2

(eβ−e5+e6)+w∗ ∈ RV(σ (g)) can be proved similarly.

Finally, if 3g − 3 mod 6 = 0 we have that v∗, w∗ ∈ {eα}Ω(g)α∈A. Let v ∈ {v∗, w∗}. We will show

that (eβ − e5 + e6) + v ∈ {eα}Ω(g)α∈A. If v = v
∗, we put ε = 1, w = e1 and w′ = e0. If v = w∗, we put

ε = −1, w = e0 and w′ = e1. Observe that 〈v, w〉 = ε, that 〈v, w′〉 = 0 and that:

1 = 〈e0, eβ 〉 = 〈−e0 + eβ , −e3g−3〉 = 〈−e0 + eβ − e3g−3, −e1〉
= 〈−e0 − e1 + eβ − e3g−3, −e5〉 = 〈−e0 − e1 + eβ − e5 − e3g−3, εv〉
= 〈−e0 − e1 + eβ − e5 − e3g−3 + v, w〉 = 〈−e0 − e1 + eβ − e5 − e3g−3 + v +w, −e6〉
= 〈−e0 − e1 + eβ − e5 + e6 − e3g−3 + v +w, −e3g−3〉
= 〈−e0 − e1 + eβ − e5 + e6 + v +w, −w′〉.

Since w +w′ − e0 − e1 = 0 in any case, we obtain that eβ − e5 + e6 + v ∈ {eα}Ω(g)α∈A. �

We obtain the following proposition:

Proposition 2.3.14. For any g ≥ 4, the symplectic transvections {Tα}α∈A generate a group con-

taining the level-two congruence subgroup ker(Sp(Ωσ(g), Z) → Sp(Ωσ(g), Z/2Z)). In particular, it is

contained in RV(σ (g)).

2.4 Generating the orthogonal group

For this section and the next, we will use some other permutations representing the even and
odd components of minimal strata. Indeed, we consider the following two families of irre-
ducible permutations:

τ (d) =

(
1 2 3 · · · d − 5 d − 4 d − 3 d − 2 d − 1 d
d d − 1 d − 2 · · · 6 3 2 5 4 1

)

for d ≥ 6 and

σ (d) =

(
1 2 3 · · · d − 7 d − 6 d − 5 d − 4 d − 3 d − 2 d − 1 d
d d − 1 d − 2 · · · 8 3 2 7 6 5 4 1

)

for d ≥ 8.



58 CHAPTER 2

These two families of permutations are similar in many ways. For the sake of simplicity

and brevity, for this section and the next we write π(d) to refer to either τ (d) or σ (d) and we set

M (d) = Mπ(d) , Σ
(d) = Σπ(d) , Ω

(d) = Ωπ(d) and Q
(d) = Qπ(d) . Moreover, we will say that a vector

u ∈ H1(M (d) \ Σ(d);Z/2Z) is singular ifQ(d)(u) = 0 and nonsingular otherwise.

We have that the genus gd ofM (d) is d/2 if d is even and (d − 1)/2 if d is odd. In the latter

case, the kernel of the symplectic form is generated by e] = (1, −1, 1, . . . , −1, 1).
Moreover, using the notation from the classi�cation of connected components [KZ03], we

have that:

Lemma 2.4.1. We have that:

Mτ (d) ∈




H(2gd − 2)odd d mod 8 ∈ {0, 6}
H(gd − 1, gd − 1)nonhyp d mod 8 ∈ {1, 5}
H(2gd − 2)even d mod 8 ∈ {2, 4}
H(gd − 1, gd − 1)even d mod 8 = 3

H(gd − 1, gd − 1)odd d mod 8 = 7

for every d ≥ 6 and

Mσ(d) ∈




H(2gd − 2)even d mod 8 ∈ {0, 6}
H(gd − 1, gd − 1)nonhyp d mod 8 ∈ {1, 5}
H(2gd − 2)odd d mod 8 ∈ {2, 4}
H(gd − 1, gd − 1)odd d mod 8 = 3

H(gd − 1, gd − 1)even d mod 8 = 7

for every d ≥ 8.

Proof. Observe that if d mod 8 ∈ {1, 5}, then neitherMτ (d) norMσ(d) are hyperelliptic, so they

belong to the only nonhyperelliptic connected component of the stratum.

For the rest of the cases, we can compute the Arf invariant of Q(d) to determine the con-

nected component in whichM (d) lies. First, it is easy to see that if d is odd, then the Arf invariant
ofQ(d) is the same as that ofQ(d−1), since any symplectic basis in (d − 1) dimensions is a maxi-

mal symplectic set in d dimensions. Therefore, we only need to compute the Arf invariant for

even d.

We will use the de�nition of the Arf invariant as the value assumed most often by the

quadratic form. We can count the number of nonsingular vectors by establishing an appropriate

recurrence. To this end, we de�ne the following quantities:

• the number |NS0(Q(d))| of nonsingular vectors with an even number of 1s;

• the number |NS1(Q(d))| of nonsingular vectors with an odd number of 1s;

• the number |S0(Q(d))| of singular vectors with an even number of 1s;

• the number |S1(Q(d))| of singular vectors with an odd number of 1s.

Then, we have the following recurrence:

|NS0(Q(d+1))| = |NS0(Q(d))| + |NS1(Q(d))|, |NS1(Q(d+1))| = |NS1(Q(d))| + |S0(Q(d))|
|S0(Q(d+1))| = |S0(Q(d))| + |S1(Q(d))|, |S1(Q(d+1))| = |S1(Q(d))| + |NS0(Q(d))|.



2.4. GENERATING THE ORTHOGONAL GROUP 59

Indeed, given a nonsingular vector ofQ(d) with an even number of 1s we construct a nonsingular

vector ofQ(d+1) with an even number of 1s by setting the last coordinate to be zero. Moreover,

for any nonsingular vector ofQ(d) with an odd number of 1s we construct a nonsingular vector

of Q(d+1) with an even number of 1s by setting the last coordinate to be 1. This proves that

|NS0(Q(d+1))| = |NS0(Q(d))| + |NS1(Q(d))|, and the other relations can be shown similarly.

We �rst assume π(d) = τ (d). We have the following base cases for the recurrence (see Ap-

pendix A for some explicit computations): |NS0(Q(6))| = 16, |NS1(Q(6))| = 20, |S0(Q(6))| = 16

and |S1(Q(6))| = 12. The linear recurrence can be then solved, yielding that:

|NS0(Q(d))| = 2d−2 + 2(d−2)/2 cos
(
dπ
4

)
, |NS1(Q(d))| = 2d−2 − 2(d−2)/2 sin

(
dπ
4

)

|S0(Q(d))| = 2d−2 − 2(d−2)/2 cos
(
dπ
4

)
, |S1(Q(d))| = 2d−2 + 2(d−2)/2 sin

(
dπ
4

)

and therefore that the number of nonsingular vectors is:

|NS(Q(d))| = |NS0(Q(d+1))| = 2d−1 + 2(d−1)/2 cos
( (d + 1)π

4

)
.

Recall that we are assuming that d is even, so (d+1) is odd and |NS(Q(d))| , 2d−1. By analysing

the sign of cos((d + 1)π/4), we obtain that there are more nonsingular than singular vectors if

d mod 8 ∈ {0, 6}.
Now assume π(d) = σ (d). We have the following base cases for the recurrence (see Ap-

pendix A for some explicit computations): |NS0(Q(8))| = 56, |NS1(Q(8))| = 64, |S0(Q(8))| = 72

and |S1(Q(8))| = 64. We conclude that:

|NS0(Q(d))| = 2d−2 − 2(d−2)/2 cos
(
dπ
4

)
, |NS1(Q(d))| = 2d−2 + 2(d−2)/2 sin

(
dπ
4

)

|S0(Q(d))| = 2d−2 + 2(d−2)/2 cos
(
dπ
4

)
, |S1(Q(d))| = 2d−2 − 2(d−2)/2 sin

(
dπ
4

)
,

so the number of nonsingular vectors is:

|NS(Q(d))| = |NS0(Q(d+1))| = 2d−1 − 2(d−1)/2 cos
( (d + 1)π

4

)
.

A similar analysis as in the previous case shows that there are more nonsingular than singular

vectors for if d mod 8 ∈ {2, 4}. �

Now, we need to prove that some speci�c elements of H1(M (d) \ Σ(d)) belong to {eα}Ωα∈A.

Lemma 2.4.2. If β = 2 mod 4, then v =
∑β
α=1(−1)αeα ∈ {eα}Ω(d)α∈A.
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Proof. First assume that π(d) = τ (d). We have that:

1 = 〈e2, −e1〉 = 〈−e1 + e2, −e4〉 = 〈−e1 + e2 + e4, e6〉 = 〈−e1 + e2 + e4 + e6, −e3〉,

so v0 = −e1+e2−e3+e4+e6 ∈ {eα}Ω(d)α∈A. If β = 6, we conclude since v = v0−e5 and 1 = 〈v0, −e5〉.
We continue inductively: if β = 6 + 4k with k ≥ 1, we have that

1 = 〈vk−1, e3+4k〉 = 〈vk−1 − e3+4k, −e4〉 = 〈vk−1 − e3+4k − e4, −e4+4k〉
= 〈vk−1 − e3+4k − e4 + e4+4k, −e3〉 = 〈vk−1 − e3+4k − e4 + e4+4k + e3, e5+4k〉
= 〈vk−1 − e3+4k − e4 + e4+4k + e3 − e5+4k, −e4〉
= 〈vk−1 − e3+4k − e4 + e4+4k + e3 − e5+4k + e4, e6+4k〉
= 〈vk−1 − e3+4k − e4 + e4+4k + e3 − e5+4k + e4 + e6+4k, −e3〉

and we obtain that vk = vk−1 − e3+4k + e4+4k − e5+4k + e6+4k ∈ {eα}Ω(d)α∈A. Since v = vk − e5 and

〈vk, −e5〉 = 1, we obtain the desired result.

Now assume that π(d) = σ (d). Observe that:

1 = 〈e2, −e1〉 = 〈−e1 + e2, −e4〉 = 〈−e1 + e2 + e4, e8〉 = 〈−e1 + e2 + e4 + e8, −e3〉
= 〈−e1 + e2 − e3 + e4 + e8, −e5〉 = 〈−e1 + e2 − e3 + e4 − e5 + e8, −e8〉
= 〈−e1 + e2 − e3 + e4 − e5, −e6〉,

so −e1 + e2 + e4 + e8,
∑6
α=1(−1)αeα ∈ {eα}Ω(d)α∈A. Now we will assume that β ≥ 10.

We have that:

1 = 〈−e1 + e2 + e4 + e8, −e5〉 = 〈−e1 + e2 + e4 − e5 + e8, e9〉
= 〈−e1 + e2 + e4 − e5 + e8 − e9, −e6〉
= 〈−e1 + e2 + e4 − e5 + e6 + e8 − e9, e10〉
= 〈−e1 + e2 + e4 − e5 + e6 + e8 − e9 + e10, −e3〉

so v0 = −e1 + e2 − e3 + e4 − e5 + e6 + e8 − e9 + e10 ∈ {eα}Ω(d)α∈A. If β = 10, we conclude since

v = v0 − e7 and 1 = 〈v0, −e7〉. We continue inductively: if β = 10+ 4k with k ≥ 1, we have that

1 = 〈vk−1, e7+4k〉 = 〈vk−1 − e7+4k, −e6〉 = 〈vk−1 − e7+4k − e6, −e8+4k〉
= 〈vk−1 − e7+4k − e6 + e8+4k, −e3〉 = 〈vk−1 − e7+4k − e6 + e8+4k + e3, e9+4k〉
= 〈vk−1 − e7+4k − e6 + e8+4k + e3 − e9+4k, −e6〉
= 〈vk−1 − e7+4k − e6 + e8+4k + e3 − e9+4k + e6, e10+4k〉
= 〈vk−1 − e7+4k − e6 + e8+4k + e3 − e9+4k + e6 + e10+4k, −e3〉

and we obtain that vk = vk−1 − e7+4k + e8+4k − e9+4k + e10+4k ∈ {eα}Ω(d)α∈A. Since v = vk − e7 and
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〈vk, −e7〉 = 1, we obtain the desired result. �

For the rest of this section, we will �x d until explicitly stated otherwise and write M for

M (d), Σ for Σ(d), etc. Recall thatQ is the usual quadratic form on H1(M \ Σ;Z/2Z) and that:

Q(u) =
∑
α< β

uαΩα βuβ +
∑
α∈A

uα .

We also denote by 〈·, ·〉 the bilinear form on H1(M \ Σ;Z/2Z) induced by Ω. Recall that Q

satis�esQ(u + v) = Q(u) +Q(v) + 〈u, v〉 for every u, v ∈ H1(M \ Σ;Z/2Z).

De�nition 2.4.3. For v ∈ H1(M \ Σ;Z/2Z) such that Q(v) = 1, we de�ne the orthogonal

transvection along v as:

Tv(u) = u + 〈u, v〉v.

Observe that T2
v = Id for each v since T2

v (u) = Tv(u + 〈u, v〉v) = u + 〈u, v〉v + 〈u, v〉v = u.
Moreover, it is not hard to see that if v ∈ H1(M \ Σ) thenTv belongs to

O(Q) if and only ifQ(v) = 1, so the set of orthogonal transvections coincides with the modulo-

two reduction of the set of the symplectic transvections whose reductions preserveQ.

Lemma 2.4.4. Let v, w ∈ H1(Mπ \ Σπ ;Z/2Z) such that Q(v) = Q(w) = Q(v + w) = 1. Then,

TvTwTv =TwTvTw =Tv+w .

Proof. Since Q(v + w) = Q(v) +Q(w) + 〈v, w〉, we obtain that 〈v, w〉 = 〈w, v〉 = 1. The proof

then follows from Lemma 2.2.6, since we can �nd ṽ, w̃ ∈ H1(Mπ \Σπ) such that 〈ṽ, w̃〉 = 1 and

v = ṽ mod 2, w = w̃ mod 2. �

We denote the set of nonsingular vectors by NS(Q) ⊆ H1(M \ Σ;Z/2Z) and the set of

singular vectors by S(Q) ⊆ H1(M \ Σ;Z/2Z).

De�nition 2.4.5. For V ⊆ NS(Q), let GV ⊆ O(Q) be the group spanned by the orthogonal

transvections {Tv}v∈V . We say that a set X ⊆ NS(Q) isQ-closed ifQ(v+w) = 1 implies v+w ∈ X
for every v, w ∈ X . We denote byVQ the smallestQ-closed set containingV . By the previous

lemma, {Tv}v∈VQ ⊆ GV .

Observe that this de�nition is analogous to De�nition 2.2.8. Indeed, the modulo-two re-

duction of a nonsingular Ω-closed set is aQ-closed set.

It is known from the theory of classical groups that orthogonal transvections generate O(Q)
if the dimension of the vector space is at least 6 and the alternate form is nondegenerate [Gro02,

Theorem 14.16]. This holds for every even d. Since Tα = T eα belongs to RV(π) for every
α ∈ A, it is enough to prove that {eα}Qα∈A = NS(Q) to obtain that RV(π) = O(Q). We will need

one extra auxiliary lemma:

Lemma 2.4.6. If d mod 4 = 2, then v =
∑
α∈A eα, vβ =

∑
α,β eα ∈ {eα}Qα∈A for each β ∈ A.
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Proof. We have that
∑
α∈A(−1)αeα ∈ {eα}Ωα∈A by Lemma 2.4.2. By taking the modulo-two

reduction, this implies that v =
∑
α∈A eα ∈ {eα}Qα∈A.

Now, for any β ∈ Awe have that:

Q(vβ ) = Q(v + eβ ) = 1 + 1 +
∑
α∈A
〈eα, eβ 〉 = 1,

so vβ ∈ {eα}Qα∈A. �

Observe that
∑
α∈A eα ∈ NS(Q(d)) if and only if d mod 4 ∈ {1, 2}. We can now prove the

�nal lemma of this section:

Lemma 2.4.7. For each d, we have {eα}Qα∈A = NS(Q) \ kerΩ.

Proof. The proof is by induction. The base cases, d = 6 for τ (d) and d = 8 for σ (d), can be done

computationally (see Appendix A for computations). The inductive step is exactly the same for

both families of irreducible permutations.

We have that

Ω
(d) =

(
Ω(d−1) eᵀ

]

e] 0

)

where e] =
∑
α<d eα . Observe that, for any u ∈ H1(M (d) \ Σ(d);Z/2Z),

Q(d)(u) =
∑

α< β<d

uαΩ
(d−1)
α β uβ + ud

∑
α<d

uα +
∑
α∈A

uα =
∑

α< β<d

uαΩ
(d−1)
α β uβ + (1 + ud)

∑
α<d

uα + ud .

Let v ∈ H1(M (d) \ Σ(d);Z/2Z) be such that vα = uα for α < d and vd = 0. We de�ne the vector

pd−1(u) ∈ H1(M (d−1) \Σ(d−1);Z/2Z) to be the projection of u by removing the d-th coordinate.

Then:

Q(d)(v) =
∑

α< β<d

uαΩ
(d−1)
α β uβ +

∑
α<d

uα = Q(d−1)(pd−1(u)), soQ(d)(u) = Q(d)(v) + ud
∑
α∈A

uα .

Assume now that u ∈ NS(Q(d)) \ kerΩ. We consider several cases:

If ud = 0, we have thatQ(d−1)(pd−1(u)) = 1. If d is odd, then Ω(d−1) is invertible, so we have

that pd−1(u) < kerΩ(d−1) and we obtain that u ∈ {eα}Q
(d)

α∈A. If, on the contrary, d is even, then

kerΩ(d−1) = {0, e]}. If u = (e] 0), then d = 2mod4 and can use the previous lemma to see that

u ∈ {eα}Q
(d)

α∈A. If u , (e] 0), then pd−1(u) < kerΩ(d−1), so we can use the induction hypothesis.

If ud = 1, we have that u = v + ed. If
∑
α∈Auα = 0, or, equivalently, if

∑
α<d uα = 1,

then Q(d)(v) = Q(d)(u) = 1. If d is odd, then v ∈ {eα}Q
(d)

α∈A by induction hypothesis. If d is

even and pd−1(u) = e], then d = 2 mod 4 and we can use the previous lemma to obtain that

v ∈ {eα}Q
(d)

α∈A. Otherwise, we can use the induction hypothesis to obtain the same result. In any

case, u = v+ ed ∈ {eα}Q
(d)

α∈A byQ(d)-closedness. Finally, assume that
∑
α<d uα = 0, soQ(d)(v) = 0.
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Thus,

Q(d)(v) = Q(d)(u + ed) = Q(d)(u) +Q(d)(ed) + 〈u, ed〉 = 0.

Since u < kerΩ, there exists β ∈ Awith 〈u, e β 〉 = 1 so, Q(d)(u + e β ) = 〈u, e β 〉 = 1. We know

that β < d, sinceQ(d)(v) = 0. Moreover, from Ωβd = 1, we can see that:

Q(d)(u + e β + ed) = Q(d)(u + e β ) +Q(d)(ed) + 〈u + e β , ed〉 = 1.

If d is odd, then Ω(d−1) is invertible, so pd−1(u + e β + ed) < kerΩ(d−1) and we conclude by

induction hypothesis andQ(d)-closedness since (u + e β + ed)+ (e β + ed) = u. If, on the contrary,

d is even, we conclude in the same way if u + e β + ed , (e] 0). Otherwise, d = 2 mod 4 and

u =
∑
α,β eα , so we conclude by the previous lemma. �

We obtain the following proposition which completes the proof of Theorem 2.1.4:

Proposition 2.4.8. For even d, the orthogonal transvections {Tα}α∈A generate the orthogonal group

O(Q(d)). In particular, it is contained in RV(π(d)).

Proof. By the previous lemma, we have that {eα}Q
(d)

α∈A = NS(Q(d)). Since the dimension of

H1(M (d) \Σ(d);Z/2Z) is at least 6, the orthogonal transvections generateO(Q(d)). We conclude

by Lemma 2.4.4. �

2.5 Non-hyperelliptic connected components of H(g − 1, g − 1)

As was done by Avila, Matheus and Yoccoz for the hyperelliptic components [AMY18], we

can give an explicit description of the Rauzy–Veech groups for the remaining connected com-

ponents of H(g − 1, g − 1). We will continue using the representatives found in the previous

section. We will prove the following theorem:

Theorem 2.5.1. For any g ≥ 3, the Rauzy–Veech group of a nonhyperelliptic connected component of

H(g − 1, g − 1) is equal to the preimage of the orthogonal group O(Q(d)) by the modulo-two reduction
Sp(Ω(d), Z)∩SL(H1(M (d) \Σ(d))) → Sp(Ω(d), Z/2Z), where d = 2g +1. If g is odd, it is isomorphic

to RV(π(d−1))nZd−1. If g is even, it is isomorphic to a �nite-index subgroup of Sp(Ω(d−1), Z)nZd−1.

Moreover, such groups are generated by {Tα}α∈A.

Assume for the rest of this section that d ≥ 7 is odd. LetGd be the preimage in the statement

of the theorem. We have that RV(π(d)) ⊆ Gd by Lemma 2.2.12. We will prove that every

element ofGd belongs to RV(π(d)).
Recall that e] = (1, −1, 1, . . . , −1, 1) and that kerΩ(d) is generated by e]. Consider the Z-

submoduleV ofH1(M (d) \Σ(d)) spanned by {eα}α<d. Observe that Ω(d) |V is nondegenerate and

thatV ⊕ kerΩ(d) = H1(M (d) \ Σ(d)). We have the following decomposition:
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Lemma 2.5.2. For any S ∈ Gd , we have that S acts as the identity on kerΩ(d). Moreover, if the

maps S0 : V → kerΩ(d) and S1 : V → V are the unique linear maps satisfying S |V = S0 + S1, then

S1 ∈ Sp(Ω(d) |V , Z).

Proof. The fact that S1 ∈ Sp(Ω(d) |V , Z) follows from a straightforward computation:

〈S1(u), S1(v)〉 = 〈S1(u) + S0(u), S1(v) + S0(v)〉 = 〈S(u), S(v)〉 = 〈u, v〉

for any u, v ∈ V . Since Ω(d) |V is nondegenerate we obtain that detS1 = 1. We have that

S preserves kerΩ(d). In other words, e] is an eigenvector of S. In this way, we obtain that

1 = det S = detS1 detS |kerΩ(d) . Thus, detS |kerΩ(d) = 1, so S |kerΩ(d) = IdkerΩ(d) . �

For any S,T ∈ Gd , we have that (TS)0 = T0S1 + S0 and that (TS)1 = T1S1. In particular,

{S1 | S ∈ Gd} is a subgroup of Sp(Ω(d) |V , Z).

Lemma 2.5.3. The group O(Q(d)) is isomorphic to Sp(Ω(d−1), Z/2Z) if d = 1 mod 4 and to

O(Q(d−1)) n (Z/2Z)d−1 if d = 3 mod 4.

Proof. If d = 1 mod 4, then Q(d)(e]) = 1. Therefore, Q(d) is regular, that is, the only element

of kerΩ(d) ∩ S(Q(d)) is 0. In this case, the map S 7→ S1 from O(Q(d)) to Sp(Ω(d) |V , Z/2Z) is an
isomorphism [Gro02, Theorem 14.1, Theorem 14.2].

If d = 3 mod 4, then Q(d)(e]) = 0, so Q(d) is not regular. The restriction of Q(d) to V
is a quadratic form for the nondegenerate symplectic form Ω(d) |V . The natural projection

pd−1 : V → H1(M (d−1) \ Σ(d−1);Z/2Z) to the �rst d − 1 coordinates is an isomorphism between

Q(d) |V and Q(d−1). In particular, the Arf invariants of Q(d) |V and Q(d−1) coincide. Observe that

S1 ∈ O(Q(d) |V ) for any S ∈ O(Q(d)), since

Q(d)(S1(u)) = Q(d)(S1(u) + S0(u) + S0(u)) = Q(d)(S(u) + S0(u))
= Q(d)(S(u)) +Q(d)(S0(u)) + 〈S(u), S0(u)〉 = Q(d)(u)

for any u ∈ V , so we obtain that {S1 | S ∈ O(Q(d))} ⊆ O(Q(d) |V ). By Lemma 2.4.7, we have

that {pd−1(eα)}Q
(d−1)

α<d = NS(Q(d−1)) and therefore that {eα}Q
(d)

α<d = V ∩ NS(Q(d)), showing that

{S1 | S ∈ O(Q(d))} = O(Q(d) |V ), which is isomorphic to O(Q(d−1)).
Furthermore, for any S1 ∈ O(Q |V ) we can choose any linear map S0 : V → kerΩ(d) and

de�ne S as the identity on kerΩ(d) and as S0 + S1 onV . We have that S ∈ O(Q(d)) since:

Q(S(u)) = Q(S0(u) + S1(u)) = Q(S0(u)) +Q(S1(u)) + 〈S0(u), S1(u)〉 = Q(S1(u)) = Q(u)

for every u ∈ V .

Finally, for every S0,T0 : V → kerΩ(d) there exist unique elements v, w of V such that

S0(u) = 〈u, v〉e] and T0(u) = 〈u, w〉e] for every u ∈ V . We identify S0 with v and T0 with w.
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From the equality (TS)0 =T0S1 + S0, we obtain that

(TS)0(u) = 〈S1(u), w〉e] + 〈u, v〉e] = 〈u, (S1)ᵀ(w) + v〉e],

where (S1)ᵀ is the transpose of S1 for the nondegenerate symplectic form Ω(d) |V . This shows
that O(Q(d)) is isomorphic to O(Q(d) |V ) nV and to O(Q(d−1)) n (Z/2Z)d−1. �

The following two propositions complete the proof of Theorem 2.5.1.

Proposition 2.5.4. For any even g ≥ 4, the Rauzy–Veech group of H(g − 1, g − 1) is equal to Gd ,
where d = 2g+1. It is isomorphic to a subgroup of Sp(Ω(d−1), Z)nZd−1 of index 22g and it is generated

by {Tα}α∈A.

Proof. Let S ∈ Gd. We will prove that S ∈ RV(π(d)). First, we can �ndT ∈ RV(π(d)) such that

T1 = S1. This can be done since pd−1 : V → H1(M (d−1) \Σ(d−1)) is an isomorphism conjugating

the action of {T1 | T ∈ RV(π(d))} and Sp(Ω(d−1), Z). Indeed, by Lemma 2.2.7 and the results

of the previous two sections, the action of the subgroup of {T1 | T ∈ RV(π(d))} generated by

the maps {T1
α | α < d} is conjugated by pd−1 to RV(π(d−1)) ⊆ Sp(Ω(d−1), Z). The group

RV(π(d−1)) is maximal in Sp(Ω(d−1), Z) by Remark 2.1.2. Since T1
d does not preserve Q(d) |V ,

we have that (pd−1)∗T1
d < RV(π(d−1)), showing that {T1 | T ∈ RV(π(d))} = Sp(Ω(d) |V , Z).

Now observe that, for any u, v ∈ V ,

T−2
v+e]T

2
v (u) =T−2

v+e] (u + 2〈v, u〉v) = u + 2〈v, u〉v − 2〈v + e], u + 2〈v, u〉v〉(v + e])
= u + 〈2u, v〉e] .

We set Sv = T−2
v+e]T

2
v . Clearly S1

v = Id|V , so (SvSw)1 = Id|V and (SvSw)0 = S0
v+w for any

v, w ∈ V .

We will now show that Sv ∈ RV(π(d)) for every v ∈ V . Indeed, we start by showing that

T2
eα+e] ∈ RV(π(d)) for every α < d. By Lemma 2.4.2, we have that w =

∑d−3
α=1(−1)αeα belongs

to {eα}Ω(d)α∈A. We will consider several cases.

We can assume that π(d) = τ (d), since τ (d) and σ (d) represent the same connected compo-

nent. If α ≤ d − 3, then 1 = 〈eα, ed−2〉 = 〈eα + ed−2, w〉, so eα −w + ed−2 ∈ {eα}Ω(d)α∈A. We can use

Corollary 2.2.10 with v′1 = −ed−1 + ed , v′2 = eα −w + ed−2, v′3 = w and v′4 = ed − (−1)β eβ , where
β = 4 if α = 1 and β = 1 if α > 1. We obtain thatT2

eα+e] ∈ RV(π(d)) if α ≤ d − 3. Now assume

that α = d − 2. We have that

1 = 〈ed−2, ed−1〉 = 〈ed−2 − ed−1, ed−2〉 = 〈2ed−2 − ed−1, ed〉,

so 2ed−2−ed−1+ed ∈ {eα}Ω(d)α∈A. We can use Corollary 2.2.10 with the following choices: v′1 = −w,
v′2 = 2ed−2− ed−1+ ed , v′3 = ed and v

′
4 = ed + e1. Thus, we obtain thatT2

ed−2+e] ∈ RV(π(d)). Finally,
assume that α = ed−1. We can use Corollary 2.2.10 with v′1 = −w, v′2 = ed−2 + ed , v′3 = ed and
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v′4 = ed + e1. We obtain that T2
eα+e] ∈ RV(π(d)) for every α < d, so Seα ∈ RV(π(d)) for every

α < d.

By writing v =
∑
α<d nαeα , we get that Sv = S

n1
e1 · · · Snd−1

ed−1
∈ RV(π(d)) for every v ∈ V .

Finally, let v, w ∈ V such that S0 = 〈·, v〉e] andT0 = 〈·, w〉e]. Since S1 = T1, we have that

S0 = T0 since the map O(Q(d)) → Sp(Ω(d), Z/2Z) is injective. We obtain that v = w mod 2,

so there exists u ∈ V such that 2u = v −w. Moreover, observe that (TSu)1 = T1 = S1 and that

(TSu)0 =T0 + S0
u = S

0, so S =TSu ∈ RV(π(d)).
The groupGd is isomorphic to a subgroup of Sp(Ω(d) |V , Z) nV that we will soon describe.

Let S1 ∈ Sp(Ω(d) |V , Z/2Z). There exists a unique linear map S0 : V → kerΩ(d) such that the

map S de�ned as the identity on kerΩ(d) and as S0 + S1 on V belongs to O(Q(d)). We can

characterise S0 as follows: S0(u) is the unique element of kerΩ(d) which satis�es the relation

Q(d)(S0(u)) = Q(d)(S1(u)) +Q(d)(u) [Gro02, Theorem 14.1]. We obtain that:

S0(u) =



0 Q(d)(S1(u)) = Q(d)(u)
e] Q(d)(S1(u)) , Q(d)(u).

If S1,T1 ∈ Sp(Ω(d) |V , Z/2Z), observe that Q(d)(S1(u)) = Q(d)(T1(u)) for every u ∈ V if and

only if they belong to the same coset of Sp(Ω(d) |V , Z/2Z)/O(Q(d) |V ). Let vS1 ∈ V be the unique

element ofV such that S0 = 〈·, vS1〉e]. The image of the map S1 7→ vS1 consists of 2g−1(2g ±1)
elements, depending on the Arf invariant of O(Q(d) |V ).

We can now describe Gd up to isomorphism as follows: for each S1 ∈ Sp(Ω(d) |V , Z), we
de�ne VS1 = {w ∈ V | w = vS̄1}. Then, Gd is isomorphic to

⋃
S1∈Sp(Ω(d) |V ,Z){S1} × VS1 ,

regarded as subgroup of Sp(Ω(d) |V , Z) nV . It has index 22g in Sp(Ω(d) |V , Z) nV since a coset

C is determined by the unique vector v ∈ V such that (Id|V , w) ∈ C for every w ∈ V with

w = v. �

Proposition 2.5.5. For any odd g ≥ 3, the Rauzy–Veech group of H(g − 1, g − 1) is equal to Gd ,
where d = 2g + 1. It is isomorphic to RV(π(d−1)) n Zd−1 and it is generated by {Tα}α∈A.

Proof. The proof is very similar to that of Proposition 2.5.4. Let S ∈ Gd. We will prove

that S ∈ RV(π(d)). First, we can �ndT ∈ RV(π(d)) such thatT1 = S1. This can be done since

pd−1 : V → H1(M (d−1)\Σ(d−1)) is an isomorphism conjugating the action of {T1 |T ∈ RV(π(d))}
and RV(π(d−1)) by Lemma 2.2.7 and our previous results.

Now observe that, for any u, v ∈ V ,

T−1
v+e]Tv(u) =T−1

v+e] (u + 〈v, u〉v) = u + 〈v, u〉v − 〈v + e], u + 〈v, u〉v〉(v + e]) = u + 〈u, v〉e] .

We set Sv =T−1
v+e]Tv. Clearly S

1
v = Id|V , so (SvSw)1 = Id|V and (SvSw)0 = S0

v+w for any v, w ∈ V .

We will now show that Sv ∈ RV(π(d)) for every v ∈ V . Indeed, we start by showing that

eα + e] ∈ {eα}Ω(d)α∈A for every α < d. Indeed, by Lemma 2.4.2, w =
∑d−1
α=1(−1)αeα belongs to

{eα}Ω(d)α∈A. Since 1 = 〈eα, ed〉 = 〈eα + ed, w〉, we obtain that eα + ed − w = eα + e] ∈ {eα}Ω(d)α∈A.
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We conclude that Seα ∈ RV(π(d)) for every α < d. By writing v =
∑
α<d nαeα , we get that

Sv = S
n1
e1 · · · Snd−1

ed−1
∈ RV(π(d)) for every v ∈ V .

Finally, let v, w ∈ V such that S0 = S0
v andT0 = S0

w. Observe that (TSv−w)1 =T1 = S1 and

that (TSv−w)0 =T0 + S0
v−w = S0, so S =TSv−w ∈ RV(π(d)). �

2.6 Rauzy–Veech groups of general strata

We will de�ne the Rauzy–Veech group in “absolute homology” by its action on the space

H1(Mπ \ Σπ)/kerΩπ and denote it by RV(π)|H ⊆ Sp(Ωπ , Z)|H , where the latter group is the

group of symplectic automorphisms on H1(Mπ \ Σπ)/kerΩπ . We have seen in the last chapter

that the more classical de�nition by its action on H (π) produces an isomorphic group.

Using the adjacency of strata, we will prove that RV(π)|H contains the Rauzy–Veech group

of a connected component of a minimal stratum. We will then analyse which strata are adja-

cent to each other, which will conclude the proof of Theorem 2.1.1 since the Rauzy–Veech

group of any connected component of a minimal stratum is Zariski-dense by the classi�cation

of connected components [KZ03], the work on the hyperelliptic case by Avila, Matheus and

Yoccoz [AMY18] and Theorem 2.1.4.

The following concepts were introduced by Avila and Viana [AV07b, Section 5]:

De�nition 2.6.1. Let π be an irreducible permutation on an alphabet A. Let α ∈ Aand let π ′

be the permutation on A\ {α} obtained by erasing the letter α from the top and bottom rows

of π. If π ′ is irreducible, we say that it is a simple reduction of π.

We also need a slightly stronger de�nition:

De�nition 2.6.2. Let π ′ be an irreducible permutation on an alphabet A′ not containing α.
Let β, β ′ ∈ A′ such that (αt,1, αb,1) , (β, β ′). We de�ne the permutation π on the alphabet

A′ ∪ {α} by inserting α just before β in the top row and just before β ′ in the bottom row of

π ′. We say that π is a simple extension of π ′. Moreover, we say that such simple extension is

genus-preserving if the genera of the surfacesMπ′ andMπ coincide.

This de�nition can be extended, by the same rule, to the Rauzy diagram of π ′. We denote

by E the extension map de�ned in this way.

If π is a simple extension of π ′, then π is also irreducible [AV07b, Lemma 5.4] and π ′ is a
simple reduction of π. Conversely, if π ′ is a simple reduction of π whose omitted letter is not

the last on the top or bottom row of π, then π is a simple extension of π ′.
Simple extensions allow us to �nd copies of simpler Rauzy–Veech groups insidemore com-

plex ones. Indeed, we start by recalling the de�nition of the extension map. Let γ ′ be an arrow

in the Rauzy diagram of π ′ starting at π ′. We de�ne a path E∗(γ ′) in the Rauzy diagram of π

starting at π as follows: (1) if γ ′ is a top arrow and the letter α is added before the last letter on

the bottom row of π ′, then E∗(γ ′) is constructed by applying two top operations to π; (2) if γ ′ is
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a bottom arrow and the letter α is added before the last letter on the top row of π ′, then E∗(γ ′)
is constructed by applying two bottom operations to π; (3) otherwise, E∗(γ ′) is constructed by

applying one operation of the same type as γ ′ to π. In every case, E∗(γ ′) starts at the image by

Eof the start of γ ′ and ends at the image by Eof the end of γ ′. This de�nition can be extended

to any walk on the Rauzy diagram of π ′ by concatenation. We refer the reader to the work of

Avila and Viana for more details [AV07b, Section 5.2].

We restate a lemma [AV07b, Lemma 5.6] from their work to match our context.

Lemma 2.6.3. Let π be a genus-preserving simple extension of π ′. Then, the canonical injection

ι : H1(Mπ′ \ Σπ′) → H1(Mπ \ Σπ) descends to the quotients by kerΩπ′ and kerΩπ , respectively, into

a symplectic isomorphism. Moreover, it conjugates the actions of Sp(Ωπ′, Z)|H and Sp(Ωπ , Z)|H , and
also the actions of RV(π ′)|H and a subgroup of RV(π)|H .

Proof. First observe thatH1(Mπ′ \Σπ′)/kerΩπ′ andH1(Mπ \Σπ)/kerΩπ have the same rank as

the genus is preserved. Therefore, ι maps kerΩπ′ into kerΩπ and descends to a well-de�ned

symplectic isomorphism which we will also denote by ι.

Now, let γ ′ be an arrow in the Rauzy diagram of π ′ starting at π ′ and let γ = E∗(γ ′).
Assume that γ is constructed as case (1) in the de�nition. Let β and β ′ be the last letters

on the top and bottom rows of π ′, respectively. Then, by de�nition, B−1
γ′ = Id − Eβ ′ β and

B−1
γ = (Id − Eβ ′ β )(Id − Eα β ) = Id − Eβ ′ β − Eα β . From these relations, it is easy to see that

ι(u)B−1
γ = ι(u)(Id − Eβ ′ β ) for every u ∈ H1(Mπ′ \ Σπ′), so ι(uB−1

γ′ ) = ι(u)B−1
γ for every vector

u ∈ H1(Mπ′ \ Σπ′). Similar computations for cases (2) and (3) show that ι∗ is a monomorphism

mapping RV(π ′)|H to a subgroup of RV(π)|H . �

In particular, we obtain that [Sp(Ωπ)|H : RV(π)|H ] ≤ [Sp(Ωπ′)|H : RV(π ′)|H ].
We also have that genus-preserving simple extensions preserve the spin parity:

Lemma 2.6.4. Let π be a genus-preserving simple extension of π ′. Then, the Arf invariants of Qπ

andQπ′ coincide.

Proof. Let ι : H1(Mπ′ \ Σπ′) → H1(Mπ \ Σπ) be the canonical injection. Then, one has that

Qπ′(v) = Qπ(ι(v)) and 〈v, w〉π′ = 〈ι(v), ι(w)〉π for every v, w ∈ H1(Mπ′ \ Σπ′). Since the genus is
preserved, we obtain that if (vα, wα)α∈B is a maximal symplectic subset of H1(Mπ′ \ Σπ′), then
(ι(vα), ι(wα))α∈B is a maximal symplectic subset of H1(Mπ \ Σπ) and we conclude that

Arf(Qπ′) =
∑
α∈B

Qπ(vα)Qπ(wα) =
∑
α∈B

Qπ(ι(vα))Qπ(ι(wα)) = Arf(Qπ).

�

We say that a permutation π is standard if πb(αt,d) = 1 and πb(αt,1) = d. Observe that

such a permutation is always irreducible. It was proven by Rauzy that standard permutations

exist in every Rauzy class [Rau79]. The following lemma asserts the existence of some genus-

preserving simple extensions for such permutations:
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Lemma 2.6.5. Let π = (πt, πb) be a standard permutation from A to {1, . . . , d}. Assume that

Mπ ∈ H(m1, . . . , mn) where m1 ≥ 2 and mi ≥ 1 for every 2 ≤ i ≤ n. Then, there exists an

irreducible permutation π ′ such that Mπ′ ∈ H(m1,1, m1,2, m2, . . . , mn) and such that π ′ is a simple

extension of π , where m1,1, m1,2 ≥ 1 are any integers satisfying m1,1 + m1,2 = m1.

Proof. Let p : Pπ → Mπ be the projection map obtained by identifying the sides of the polygon

Pπ by translation.

Consider the bijection s : A× {t, b} → A× {t, b} de�ned by:

• s(αt, j, t) = (αt, j−1, b) if j > 1;

• s(αt,1, t) = (αt,d, t);
• s(αb, j, b) = (αb, j+1, t) if j < d; and
• s(αb,d, b) = (αb,1, b).
The bijection s encodes the process of turning around amarked point in a clockwisemanner.

Indeed, the set A× {t} corresponds to the top sides of Pπ , while the set A× {b} corresponds to
the bottom sides. For α ∈ A, let z ∈ Pπ be its left endpoint. The orbit of (α, t) by s is equal to
the set of top sides of Pπ whose left endpoints z′ satisfy p(z′) = p(z) and the bottom sides of Pπ
whose right endpoints z′ satisfy p(z′) = p(z).

We can use the orbit by s to compute the conical angle of p(z). Indeed, it is easy to see that

such angle is equal to π |Orbs(α, t) \ {(αt,1, t), (αb,d, b)}|.
Now, let z ∈ C be a top vertex of Pπ such that p(z) is the conical singularity of order m1.

By using that π is standard, we can assume that z , 0, d. Indeed, if p(0) = p(d), then the top

αt,1-side of Pπ joins 0 and a vertex z ∈ Pπ \ {0, d} such that p(z) = p(0) = p(d). Let α ∈ A

such that z is the left endpoint of the top α-side of Pπ , which exists since z , d. We have that

α , α1,t since z , 0.

Consider the set Orbs(α, t) \ {(αt,1, t), (αb,d, b)}, ordered by the order its elements occur

when applying s to (α, t) iteratively. Observe that an element is at an odd position if and only if

it corresponds to a top side. Moreover, observe that its cardinality is 2+2m1 = 2+2m1,1+2m1,2.

Let (β, t) be the (3 + 2m1,1)-th element. We de�ne the simple extension π ′ of π by inserting a

letter α ′ < Abefore α in the top row and before β in the bottom row. Let A′ = A∪ {α ′}.
We will now prove that Mπ′ ∈ H(m1,1, m1,2, m2, . . . , mn). Indeed, consider the bijection

s′ : A′ × {t, b} → A′ × {t, b} de�ned for π ′ in an analogous way as s for π. It is easy to see that:

• s′(α ′, t) = s(α, t);
• s′(α, t) = (α ′, b);
• s′(α ′, b) = (β, t);
• if β = αb,1, then s′(αt,1, t) = (α ′, t). Otherwise, let β ′ ∈ A be the letter before β in πb

and then s′(β ′, b) = (α ′, t);
and that s′ coincides with s elsewhere.

Let k be the smallest natural number satisfying sk+1(α, t) = (β, t). If β = αb,1, then we

have that sk(α, t) = (αt,1, t) and, otherwise, sk(α, t) = (β ′, b). In both cases, s′(sk(α, t)) = (α ′, t).
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Furthermore, since we have that s′(α ′, t) = s(α, t) we obtain that the orbit of (α ′, t) by s′ is:

(α ′, t), s(α, t), s2(α, t), . . . , sk(α, t),

so, by the choice of β , |Orbs′(α ′, t) \ {(αt,1, t), (αb,d, b)}| = 2 + 2m1,1.

On the other hand, let ` be the smallest natural number satisfying s`+1(β, t) = (α, t). The
orbit of (α, t) by s′ is:

(α, t), (α ′, b), (β, t), s(β, t), s2(β, t), . . . , s`(β, t),

so |Orbs′(α, t) \ {(αt,1, t), (αb,d, b)}| = 2 + 2m1 − (2 + 2m1,1) + 2 = 2 + 2m1,2.

These two orbits are disjoint, so the α ′-side ofMπ′ joins two distinct conical singularities of

orders m1,1 and m1,2. Since s′ coincides with s outside of these orbits, the orders of the rest of
the conical singularities are preserved. �

We obtain the following corollary:

Corollary 2.6.6. Let π be a standard permutation such thatMπ has genus g . We have that:

• If g ≥ 3 andMπ belongs to a connected stratum, then RV(π)|H = Sp(Ωπ , Z)|H .
• IfMπ belongs toH(2m1, . . . , 2mn)spin, where spin ∈ {even, odd}, n ≥ 2 andmi ≥ 1 for every

1 ≤ i ≤ n, thenRV(π)|H contains an isomorphic copy of the Rauzy–Veech group ofH(2g−2)spin

and has index at most 2g−1(2g ± 1) inside its ambient symplectic group.

Proof. Assume �rst that Mπ belongs to a connected stratum. Let π ′ be a standard permuta-

tion representing some connected component of H(2g − 2). By iterating the previous lemma

and the fact that every Rauzy class contains standard permutations, there exists a sequence of

simple extensions and Rauzy inductions taking π ′ to π. Therefore, we obtain that RV(π)|H
contains an isomorphic copy of RV(π ′). Recall that the Rauzy–Veech groups of nonhyperel-

liptic components are maximal subgroups of Sp(2g, Z) by Remark 2.1.2. If g = 3, the index

of the Rauzy–Veech group of H(4)odd is 28, while the index of the Rauzy–Veech group of

H(4)hyp is 288, which is not divisible by 28. Therefore, RV(π)|H = Sp(Ωπ , Z)|H in this case

by maximality. If g ≥ 4, RV(π)|H contains isomorphic copies of the Rauzy–Veech groups

of both nonhyperelliptic components of H(2g − 2), so we also conclude by maximality as in

Remark 2.1.2.

Now, ifMπ belongs to H(2m1, . . . , 2mn)spin let π ′ be a standard permutation representing

H(2g − 2)spin. By iterating the previous lemma and using the fact that the Arf invariants of the

quadratic forms are preserved by simple extensions, there exists a sequence of simple extensions

and Rauzy inductions taking π ′ to π, which completes the proof. �

The following lemma completes our classi�cation of the Rauzy–Veech groups:
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Lemma 2.6.7. The Rauzy–Veech group of H(2m1, . . . , 2mn)spin in “absolute homology”, where

spin ∈ {even, odd}, n ≥ 2 and mi ≥ 1 for every 1 ≤ i ≤ n, is isomorphic to the Rauzy–Veech

group of H(2g − 2)spin and has index 2g−1(2g ± 1) inside its ambient symplectic group.

Proof. We will use the explicit permutation representatives of such strata computed by Zorich
[Zor08, Proposition 3, Proposition 4]. We start by proving the result for H(2, 2, . . . , 2)odd.
Let g ≥ 3 and consider the representative:

τ =

(
0 1 2 3 4 5 6 7 · · · 3g − 7 3g − 6 3g − 5 3g − 4 3g − 3
3 2 4 6 5 7 9 8 · · · 3g − 5 3g − 3 3g − 4 1 0

)
.

It is easy to see that {e0 − e1 + e3k+1}g−2
k=1 is a basis of kerΩτ consisting of singular vectors for

Qτ . Therefore, kerΩτ ⊆ S(Qτ ). Thus, Qτ descends to H1(Mτ \ Στ ;Z/2Z)/kerΩτ into a well-

de�ned quadratic form which we will also denote byQτ . Now, observe that, for any S ∈ RV(τ)
and any u ∈ H1(Mτ \ Στ ;Z/2Z),

Qτ (S([u]) = Qτ ([S(u)]) = Qτ (S(u)) = Qτ (u) = Qτ ([u]).

We conclude that RV(τ)|H preservesQτ and therefore that RV(τ)|H is isomorphic and has the

same index as RV(τ (2g)).
Now, a representative of any connected component of the form H(2m1, . . . , 2mn)odd can

be obtained by genus-preserving simple reductions of τ which consist of erasing some letters

of the form 3k + 1 for 1 ≤ k ≤ g − 2. These simple reductions are also simple extensions when

reversed, so the index of the Rauzy–Veech group of H(2, 2, . . . , 2)odd cannot be larger than

the index of the Rauzy–Veech group of H(2m1, . . . , 2mn)odd. We conclude by the previous

corollary.
The proof for the even components is completely analogous by using the representative:

σ =

(
0 1 2 3 4 5 6 7 · · · 3g − 7 3g − 6 3g − 5 3g − 4 3g − 3
6 5 4 3 2 7 9 8 · · · 3g − 5 3g − 3 3g − 4 1 0

)
,

the basis {∑6
α=0(−1)αeα} ∪ {e1 − e2 + e3k+1}g−2

k=2 of kerΩσ consisting of singular vectors for

Qσ . �

Recalling Theorem 2.1.4, Theorem 2.5.1 and Lemma 2.2.7 and combining our results

with those of Avila, Matheus and Yoccoz [AMY18] we can summarise the full classi�cation of

the Rauzy–Veech groups:

Theorem 2.6.8. For a connected component Cof a stratum of genus-g translation surfaces, we denote

by RV(C) its associated Rauzy–Veech group and by RV(C)|H the restriction of RV(C) to “absolute

homology”. We have the following:

• If C is hyperelliptic, then the groupRV(C) is characterised by preserving a speci�c �nite set modulo
two [AMY18, Theorem 2.9].
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• The group RV(H(2m1, . . . , 2mn)spin)|H , where spin ∈ {even, odd}, n ≥ 2 and mi ≥ 1 for

every 1 ≤ i ≤ n, is the subgroup of Sp(2g, Z) whose modulo-two reduction preserves a speci�c

quadratic form whose Arf invariant is spin. Its index inside Sp(2g, Z) is 2g−1(2g + 1) for even
spin and 2g−1(2g − 1) for odd spin.

• For any other connected component C, including every connected stratum for g ≥ 3, one has that

RV(C)|H = Sp(2g, Z).
Moreover, RV(C)|H is generated by the symplectic transvections along the canonical vectors.



Chapter 3

Simplicity of the Lyapunov spectra of
certain quadratic di�erentials

The purpose of this chapter is to prove the simplicity of the Lyapunov spectra of certain strata

of quadratic di�erentials. It is an adapted version of the article “Simplicity of the Lyapunov

spectra of certain quadratic di�erentials” [Gut17].

3.1 Introduction

The analogue of the Kontsevich–Zorich conjecture for half-translation surfaces is not known.

Recall from Chapter 1 that there are two families of exponents, usually called “plus” and “mi-

nus” [EKZ14]. Some dynamical properties, such as the deviation of ergodic averages [For02;

EKZ14] are described by the “minus” Lyapunov exponents, which are de�ned in terms of the

canonical orientable double cover of the quadratic di�erential. Other dynamical properties,

such as the di�usion rate of windtree models [DHL14; DZ15], are controlled by the “plus”

Lyapunov exponents. It is known that the smallest nonnegative “plus” and “minus” exponents

are positive and that the two largest “minus” exponents are distinct [Tre13]. However, the

simplicity is not known for neither family in higher genus.

In this chapter we study the Rauzy–Veech groups of some strata of the moduli space of

quadratic di�erentials. We restrict to the case of connected components of strata having at

least three singularities and at least one of odd order. Observe that all such strata are connected

except for some strata of the form Q(4 j + 2, 2k − 1, 2k − 1) or Q(2 j − 1, 2 j − 1, 2k − 1, 2k − 1)
for integers j, k ≥ 0 and the exceptional strata Q(6, 3, −1) and Q(3, 3, 3, −1) in genus 3, and

Q(3, 3, 3, 3) and Q(6, 3, 3) in genus 4.

Our main result is the following:

Theorem 3.1.1. The “plus” Rauzy–Veech group of any connected component of a stratum of meromor-

phic quadratic di�erentials de�ned on genus-g Riemann surfaces with g ≥ 1 having at most simple poles

and at least three singularities (zeros or poles), not all of even order, and the “minus” Rauzy–Veech group

73
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of connected components of strata satisfying the same conditions and having exactly two singularities of

odd order are �nite-index subgroups of their ambient symplectic groups. More precisely:

• The “plus” and “minus” Rauzy–Veech groups of Q(4 j+2, 2k−1, 2k−1)hyp contain the Rauzy–

Veech group of H(2g − 2)hyp for every j, k ≥ 0.

• The “plus” Rauzy–Veech group of Q(2 j−1, 2 j−1, 2k−1, 2k−1)hyp contains the Rauzy–Veech

group of H(g − 1, g − 1)hyp for every j ≥ 1 and k ≥ 0.

• The “plus” and “minus” Rauzy–Veech groups of Q(2, 3, 3)nonhyp contain the Rauzy–Veech group

of H(4)odd, so their indices are at most 28.

• The “plus” Rauzy–Veech group of Q(3, 3, −1, −1)nonhyp is equal to its entire ambient symplectic

group.

• In any other case, provided the conditions on the singularities are satis�ed, the Rauzy–Veech groups

are equal to their entire ambient symplectic groups, except if g = 2 where they contain the Rauzy–

Veech group of H(2) and their indices are thus at most 6.

Observe that most Rauzy–Veech groups of connected components of strata satisfying our

hypotheses are equal to their entire ambient symplectic groups. The possible exceptions are

hyperelliptic components and some other components in genus two and three.

To prove the Kontsevich–Zorich conjecture, Avila and Viana established a general criterion

for the simplicity of the Lyapunov spectrum of symplectic cocycles [AV07a; AV07b]. In the

case of the Teichmüller geodesic �ow, this general criterion amounts to showing that the un-

derlying monoid is pinching and twisting, which is almost automatic in the case that the group

arising from the monoid is a �nite-index subgroup of the symplectic group. Therefore, we

obtain the following corollary:

Corollary 3.1.2. The “plus” Lyapunov spectrum of any connected component of any stratum of mero-

morphic quadratic di�erentials de�ned on Riemann surfaces of genus at least one having at most simple

poles and at least three singularities (zeros or poles), not all of even order, is simple. Moreover, the “minus”

Lyapunov spectrum of connected components of strata satisfying the same conditions and having exactly

two singularities of odd order is also simple.

In order to prove Theorem 3.1.1, we rely on the classi�cation of Rauzy–Veech groups of

Abelian di�erentials in the previous chapter. Indeed, we generalise the notion of simple exten-

sion de�ned by Avila and Viana [AV07b, Section 5.2] to �nd explicit combinatorial adjacencies

between the strata mentioned in Theorem 3.1.1 and some strata of Abelian di�erentials. Then,

we use the fact that the indices of the Rauzy–Veech groups of Abelian di�erentials are �nite.

3.2 Permutations with involution

We will use some results of Avila and Resende’s work [AR12], which uses a slightly di�erent

formalism for generalised permutations. Indeed, let Abe an alphabet with 2d equipped with a
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�xed-point-free involution ι : A→ A. Let ∗ < Abe a letter outside of the alphabet A. We say

that a bijection τ : A∪ {∗} → {1, . . . , 2d + 1} is a permutation with involution if ι(Al) * Ar and

ι(Ar) * Al, where Al = {α ∈ A | τ(α) < τ(∗)} and Ar = {α ∈ A | τ(α) > τ(∗)}. We write

such a bijection as a table

τ =
(
τ−1(1) τ−1(2) . . . τ−1(2d + 1)

)
.

For any generalised permutation π on an alphabet A, we can de�ne a permutation with involu-

tion τ on the alphabet A× {0, 1} as follows: consider the involution ι : A× {0, 1} → A× {0, 1}
de�ned as ι(α, ε) = (α, 1 − ε) for each α ∈ A and ε ∈ {0, 1} and let

τ =
(
(π(` + m), ε`+m) · · · (π(` + 1), ε`+1) ∗ (π(1), ε1) . . . (π(`), ε`)

)
.

where the ε j ∈ {0, 1} are chosen so ε j = 1 − εσ( j) for every j ∈ {1, . . . , 2d}. Then, Conven-
tion 1 is equivalent to ι(Al) * Ar and ι(Ar) * Al, so we obtain a bijection between generalised

permutations satisfying Convention 1 and permutations with involution (up to exchanging let-

ters in the same orbit of ι). Moreover, a straightforward computation shows that the right and

left operations on permutations with involution correspond, respectively, to top and bottom

operations on generalised permutations.

3.3 Simple extensions

De�nition 3.3.1. Let τ be an irreducible generalised permutation on an alphabet B not con-

taining α. We say that a generalised permutation π on the alphabet B∪{α} is a simple extension
of τ if τ is obtained from π by erasing the letter α and the following conditions hold:

• α is not at the end of any row of π;

• at least one occurrence of α is not at the beginning of a row of π.

Observe that any simple extension of a strict generalised permutation also satis�es Conven-

tion 1. On the other hand, a simple extension of a permutation satis�es this convention only

when it is a permutation as well.

We have that irreducibility is preserved by simple extensions of strict generalised permu-

tations:

Lemma 3.3.2. Let π be a simple extension of a strict generalised permutation τ obtained by inserting

a letter α. If τ is irreducible, then π is irreducible as well.

Proof. We will prove that if π is reducible, then the letter α was inserted in some positions that

are forbidden by de�nition of simple extension. Assume then that π is reducible, so let

π =

(
A ∪ B ∗ ∗ ∗ D ∪ B
A ∪ C ∗ ∗ ∗ D ∪ C

)
, with A, B, C, D disjoint subsets of A,
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be a decomposition as in the de�nition of reducibility.

Let A′ = A \ {α}, B′ = B \ {α}, C ′ = C \ {α} and D′ = D \ {α}. We have that

τ =

(
A′ ∪ B′ ∗ ∗ ∗′ D′ ∪ B′
A′ ∪ C ′ ∗ ∗ ∗′ D′ ∪ C ′

)

and that this decomposition does not satisfy the de�nition of reducibility. That is: at least one

corner is empty; if there is exactly one empty corner, it is on the right; and, if there are exactly

two empty corners, they are on di�erent sides. Observe that, in particular, α ∈ A ∪ B ∪ C ∪D
and that τ has more empty corners than π. Therefore, the set in {A, B, C, D} containing α is

actually equal to {α}.
We consider two cases:

1. If A = {α}, then the left corners of π are not empty. If both right corners of π were

nonempty, then both right corners of τ would be nonempty as well, which is not possible.

By de�nition of reducibility, it is not possible that exactly one right corner of π is empty.

Therefore, both of its right corners are empty. We conclude that α was inserted at the

beginning of both rows.

2. If B = {α}, C = {α} orD = {α}, then one of the right corners must be equal to {α} since,
otherwise, τ would not have more empty corners than π. Therefore, α was inserted at

the end of a row.

�

If π is a simple extension of τ and η is an arrow in the Rauzy class of τ , we de�ne the path

γ = E∗(η) in the Rauzy class of π starting at π as follows:

1. If η is of top type and α is the next-to-last letter in the bottom row of τ , then γ consists

of two top arrows if the occurrences of α are not consecutive, and of three top arrows if

they are.

2. If η is of bottom type and α is the next-to-last letter in the top row of τ , then γ consists

of two bottom arrows if the occurrences of α are not consecutive, and of three bottom

arrows if they are.

3. Otherwise, γ consists of a single arrow of the same type of η .

Lemma 3.3.3. Using the previous notation, γ is well-de�ned and its end π ′ is a simple extension of

the end τ ′ of η .

Proof. We consider the three cases separately. In case (1), we may have that the winning letter
∗ of η occurs in both rows. If the occurrences of α are not consecutive, then

η =

(
· · · · ∗
· ∗ · · β

)
→

(
· · · · ∗
· ∗ β · ·

)

γ =

(
· · · · · ∗
· ∗ · · α β

)
→

(
· · · · · ∗
· ∗ β · · α

)
→

(
· · · · · ∗
· ∗ α β · ·

)
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Contrarily, if they are consecutive, then

η =

(
· · · · ∗
· ∗ · · β

)
→

(
· · · · ∗
· ∗ β · ·

)

γ =

(
· · · · · ∗
· ∗ · α α β

)
→

(
· · · · · ∗
· ∗ β · α α

)

→
(
· · · · · ∗
· ∗ α β · α

)
→

(
· · · · · ∗
· ∗ α α β ·

)

In both of these cases, the arrows exist since β , ∗ and α , ∗.
Otherwise, both occurrences of ∗ are in the top row. If the occurrences of α are not con-

secutive, then

η =

(
· · ∗ · ∗
· · · · β

)
→

(
· · β ∗ · ∗
· · · ·

)

γ =

(
· · ∗ · · ∗
· · · · α β

)
→

(
· · β ∗ · · ∗
· · · · α

)
→

(
· · β α ∗ · · ∗

· · · ·

)

Contrarily, if they are consecutive, then

η =

(
· · ∗ · ∗
· · · · β

)
→

(
· · β ∗ · ∗
· · · ·

)

γ =

(
· · ∗ · · ∗
· · · α α β

)
→

(
· · β ∗ · · ∗
· · · α α

)

→
(
· · β α ∗ · · ∗

· · · α

)
→

(
· · β α α ∗ · · ∗

· · ·

)

and, in both cases, the arrows exist since, as a top arrow starts at τ , there exists a duplicate letter

in the bottom row of τ which is di�erent from β (and α).

Observe that, in all cases, α cannot be at the end of a row of π ′ and at least one of its

occurrences cannot be at the beginning of a row. Thus, π ′ is a simple extension of τ ′.
Case (2) is completely analogous to case (1), so we will now prove case (3). If η is of top

type and the winning letter ∗ occurs on both rows,

η =

(
· · · · ∗
· ∗ · · β

)
→

(
· · · · ∗
· ∗ β · ·

)

γ =

(
· · α · · ∗
· ∗ · α · β

)
→

(
· · α · · ∗
· ∗ β · α ·

)

and the arrow exists because β , ∗.
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Oh the other hand, if ∗ occurs twice in the top row

η =

(
· · ∗ · ∗
· · · · β

)
→

(
· · β ∗ · ∗
· · · ·

)

γ =

(
· α · ∗ · ∗
· · α · · β

)
→

(
· α · β ∗ · ∗
· · α · ·

)

and the arrow exists since, as a top arrow starts at τ , there exists a duplicate letter in the bottom

row of τ which is di�erent from β .

Observe that, in both cases, α cannot be at the end of a row of π ′, since α is not the next-

to-last letter in the bottom row. Thus, π ′ is a simple extension of τ ′.
If η is an arrow of bottom type, the computations are analogous. �

Remark 3.3.4. When a sequence of simple extensions is clear from context, we will also call E∗
the composition of the extension maps of these simple extensions.

3.4 Rauzy–Veech groups

3.4.1 The “plus” Rauzy–Veech group

Let R be a Rauzy diagram of generalised permutations. We consider an undirected version

R̃ of R: for each arrow γ = π → π ′ we add a reversed arrow γ−1 = π ′ → π and we de�ne

Bγ−1 = B−1
γ . Now consider a walk γ = γ1γ2 · · · γn in R̃ starting at π and ending at π ′. We de�ne

Bγ = BγnBγn−1 · · ·Bγ1 , which satis�es Ωπ′ = BγΩπB
ᵀ
γ . In particular, if π ′ = π (that is, if γ is a

cycle), one has that Bγ (acting on row vectors) belongs to Sp(Ωπ , Z). The “plus” Rauzy–Veech
group of π is the group generated by matrices of this form:

De�nition 3.4.1. Let R be a Rauzy class and π ∈ R be a �xed vertex. We de�ne the “plus”

Rauzy–Veech group RV+(π) as the set of matrices of the form Bγ ∈ Sp(Ωπ , Z) where γ is a cycle

on R̃ with endpoints at π. We will always consider the action of RV+(π) on row vectors.

Observe if π, π ′ are vertices of the same Rauzy class R, then RV+(π) and RV+(π ′) are
isomorphic, so we can de�ne the “plus” Rauzy–Veech group of a Rauzy class. Indeed, if γ is

any walk joining π and π ′, then the conjugation by Bγ is an isomorphism between Sp(Ωπ , Z)
and Sp(Ωπ′, Z) and between RV+(π) and RV+(π ′). This shows, in particular, that the “plus”

Rauzy–Veech group of a Rauzy class has a well-de�ned index inside its ambient symplectic

group.

In general, “plus” Rauzy–Veech groups are symplectic with respect to a degenerate sym-

plectic form Ωπ . Therefore, we de�ne the “plus” Rauzy–Veech group in “absolute homology”

by its action onH1(Mπ \Σπ)/kerΩπ . We denote this group by RV+(π)|H ≤ Sp(Ωπ , Z)|H , where
the latter is the group of symplectic automorphisms onH1(Mπ \Σπ)/kerΩπ . The previous the

action onV +(π) produces an isomorphic group, as discussed in Chapter 1.
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As it is also the case for strata of Abelian di�erentials, simple extensions allow us to �nd

copies of simpler “plus” Rauzy–Veech groups inside more complex ones:

Lemma 3.4.2. Let π be a genus-preserving simple extension of τ obtained by inserting a letter α.

Then, the canonical injection ι : H1(Mτ \Στ ) → H1(Mπ \Σπ) descends to the quotients by kerΩτ and

kerΩπ , respectively, into a symplectic isomorphism. Moreover, it conjugates the actions of Sp(Ωτ , Z)|H
and Sp(Ωπ , Z)|H , and also the actions of RV+(τ)|H and a subgroup of RV+(π)|H .

Proof. First observe that H1(Mτ \ Στ )/kerΩτ and H1(Mπ \ Σπ)/kerΩπ have the same rank as

the genus is preserved. Therefore, ι maps kerΩτ into kerΩπ and descends to a well-de�ned

symplectic isomorphism which we will also denote by ι.
Now, let η be an arrow in the Rauzy class of τ starting at τ and let γ = E∗(η). Assume that

γ is constructed as case (1) in the de�nition. Let β and β ′ be the last letters in the top and
bottom rows of τ , respectively. We have several possible cases for the values of B−1

γ depending
on whether (Ωπ)β ′ β , 0, (Ωπ)α β , 0 and whether the occurrences of α are consecutive in π,
which are listed below:

(Id − Eβ ′ β )(Id − Eα β ) = (Id − Eβ ′ β ) − Eα β
(Id − Eβ ′ β )(Id − Eα β − 2Eαα) = (Id − Eβ ′ β ) + (−Eα β − 2Eαα)
(Id − Eβ ′ β − 2Eβ ′ β ′)(Id − Eα β ) = (Id − Eβ ′ β − 2Eβ ′ β ′) − Eα β

(Id − Eβ ′ β − 2Eβ ′ β ′)(Id − Eα β − 2Eαα) = (Id − Eβ ′ β − 2Eβ ′ β ′) + (−Eα β − 2Eαα),
(Id − Eβ ′ β )(Id − Eα β )2 = (Id − Eβ ′ β ) − 2Eα β

(Id − Eβ ′ β )(Id − Eα β − 2Eαα)2 = Id − Eβ ′ β

(Id − Eβ ′ β − 2Eβ ′ β ′)(Id − Eα β )2 = (Id − Eβ ′ β − 2Eβ ′ β ′) − 2Eα β

(Id − Eβ ′ β − 2Eβ ′ β ′)(Id − Eα β − 2Eαα)2 = Id − Eβ ′ β − 2Eβ ′ β ′,

where we used that the three letters α, β ′ and β are distinct. From these relations, it is easy

to see that, in any case, ι(uB−1
η ) = ι(u)B−1

γ for every u ∈ H1(Mτ \ Στ ). Indeed, one has that

ι(v)Eα β = ι(v)Eαα = 0 for any v ∈ H1(Mτ \ Στ ) as its α-coordinate is 0. We obtain that:

ι(u)B−1
γ =



ι(u)(Id − Eβ ′ β ) 〈θ β , θ β ′〉 , 0

ι(u)(Id − Eβ ′ β − 2Eβ ′ β ′) 〈θ β , θ β ′〉 = 0.

On the other hand, by de�nition,

uB−1
η =



u(Id − Eβ ′ β ) 〈θ β , θ β ′〉 , 0

u(Id − Eβ ′ β − 2Eβ ′ β ′) 〈θ β , θ β ′〉 = 0,

so ι(uB−1
η ) = ι(u)B−1

γ as the α-coordinate of ι(uB−1
η ) is also 0.

Similar computations for the remaining cases (2) and (3) show that ι∗ is a monomorphism

mapping RV+(τ)|H to a subgroup of RV+(π)|H . �
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3.4.2 The “minus” Rauzy–Veech group

A similar construction can be used to de�ne the “minus” Rauzy–Veech group encoding the

action of the Rauzy–Veech algorithm in the homology group of a double cover. We will give

a partial explicit de�nition of such group which will be enough to prove our results.

Recall the double cover construction from Chapter 1: M̃ π is the translation surface with

marked points Σ̃π and a projection p : M̃ π → Mπ induced by the involution ι : M̃ π → M̃ π .

The involution ι induces a splitting H1(M̃π \ Σ̃π) = H+(π) ⊕ H−(π). Let Atb ⊆ A be the

set of letters occurring in both rows of π. For α ∈ Atb, the cycle θα ∈ H1(Mπ \ Σπ) lifts to
two possible cycles θ̃0

α, θ̃
1
α ∈ H1(M̃π \ Σ̃π), which can be though of as belonging to P0

π and P1
π ,

respectively. We de�ne an alternate form indexed by Atb as:

(Ω̃π)α β =




+2 iα < iβ and jα > jβ

−2 iβ < iα and jβ > jα

0 otherwise,

where iα < jα and iβ < jβ are the positions of α and β in π, as above. Clearly, we have that

(Ω̃π)α β = 2(Ωπ)α β . This matrix is the intersection form of the cycles {θ̃α}α∈Atb , de�ned as

θ̃α = θ̃
0
α − θ̃1

α , which belong to H−(π). Let S−(π) be the subspace of H−(π) generated by the

cycles {θ̃α}α∈Atb .

Assume that the generalised permutation π is obtained by a sequence of simple extensions

starting at the permutation τ. By de�nition of the extension map E∗, a duplicate letter is never
the winner of arrows in E∗(η), where η is an arrow on the Rauzy class of τ. For this reason,

the set of letters occurring in both rows remains the constant while traversing these arrows. We

will give a partial de�nition of the “minus” Rauzy–Veech group, in the sense that it does not

encode the entire action on H−(π), but rather its action on the subspace S−(π).
As for the “plus” case, let R̃ be the undirected Rauzy class of π. Let γ = π → π ′ be an

arrow in R and let αw and αl be, respectively, the winner and loser of the operation sending π

to π ′. We assume that αw < Atb as discussed above. We de�ne the “minus” Kontsevich–Zorich

matrix indexed by Atb ×Atb as the change of basis matrix mapping {θ̃ ′α}α∈A to {θ̃α}α∈A, where
{θ̃ ′α}α∈A forMπ′ is de�ned in an analogous way as {θα}α∈A forMπ . The resulting matrices are:

B̃γ =




Id + Eαlαw αl ∈ Atb

Id αl < Atb

See Figure 3.1 for some of the computations. We extend this de�nition for reversed arrows

and walks to de�ne the “minus” Rauzy–Veech group:

De�nition 3.4.3. Let R be a Rauzy class and π ∈ R be a �xed vertex. We de�ne the “minus”

Rauzy–Veech group RV−(π) as the set of matrices of the form B̃γ ∈ Sp(Ω̃π , Z) where γ is a cycle
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(
0 2 2 1
3 3 1 0

)

(
0 1 2 2
3 3 1 0

)

(0, 0)
(2, 0)

(2, 1)
(1, 0)

(0, 0)
(1, 0)

(3, 1)
(3, 0)

(0, 1)
(1, 1)

(3, 0)
(3, 1)

(0, 1)
(2, 1)

(2, 0)
(1, 1)

(0, 0)

(1, 0)
(2, 0)

(2, 1)

(0, 0)

(1, 0)
(3, 1)

(3, 0)

(0, 1)

(1, 1)
(3, 0)

(3, 1)

(0, 1)

(1, 1)
(2, 1)

(2, 0)

b

Figure 3.1: Some examples of the double cover construction and a Rauzy operation on it. The
red lines represent θ̃αl , the blue lines θ̃αw = θ̃ ′αw

and the green lines θ̃ ′αl
. When the winning

letter occurs in both rows, the map S−(π ′) → S−(π) is represented in these bases as Id + Eαlαw

if the losing letter belongs to Atb.

on R̃ with endpoints at π such that no duplicate letter is the winner of an arrow of γ. We will

always consider the action of RV−(π) on row vectors.

Remark 3.4.4. We have de�ned the “minus” Rauzy–Veech group RV−(π) restricted to the sub-

space S−(π) ofH1(M̃π \ Σ̃π) explicitly. We can also de�ne its action onH1(M̃π \ Σ̃π) in the same

way, but we will not use explicit bases or matrices. Nevertheless, in analogy with the “plus” case,

it is clear that this group preserves an intersection form and that it is well-de�ned for a Rauzy

class. We will see below that, in some cases, our partial de�nition is su�cient to prove that the

index of the “minus” Rauzy–Veech group is �nite inside its ambient symplectic group.

Let Sbe a connected component of a stratum of quadratic di�erentials. Assume that there

exists a generalised permutation π representing Sobtained by genus-preserving simple exten-

sions from a permutation τ.

If Mπ belongs to the stratum Q(2m1 − 1, . . . , 2ms − 1, 2ms+1, . . . , 2mn), then it is well-

known that M̃π belongs to the stratum H(2m1, . . . , 2ms, ms+1, ms+1, . . . , mn, mn). Thus, if g is

the genus ofMπ and g̃ is the genus of M̃π , we have that

2g̃ − 2 = 2
n∑
j=1

m j = 2
n∑
j=1

m j − s + s = 4g − 4 + s, so g̃ = 2g − 1 +
s
2
.

Let q : H1(M̃π \ Σ̃π) → H1(M̃π) be the map obtained by “forgetting the punctures”. IfMπ has
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exactly two singularities of odd order, then g̃ = 2g. Since dimH1(M̃π) = 2g̃ , we have that

dim q(H+1 (π)) = dim q(H−1 (π)) = 2g. We conclude that the simple extensions taking τ to π are

“doubly genus-preserving”.

By hypothesis, we have that the rank of Ωτ is 2g. Moreover, since the alphabet B of τ

is contained in Atb and (Ω̃π)α β = 2(Ωπ)α β for every α, β ∈ B, we have that the rank of

Ω̃π is also 2g. Therefore, in analogy with the Abelian and the “plus” cases, Ω̃π descends to

the quotient S−(π)/ker Ω̃π into a nondegenerate symplectic form. We denote the group of

symplectic automorphisms of this space by Sp(Ω̃π , Z)|H . Let RV−(π)|H ≤ Sp(Ω̃π , Z)|H be the

group induced by the right action of RV−(π) on this quotient. We can replicate the proof of

Lemma 3.4.2 to conclude that it is enough to �nd simple extensions as above to obtain that the

index of RV−(π)|H is �nite in its ambient symplectic group Sp(Ω̃π , Z)|H .

3.5 Proof of the main theorem

By the discussion in the previous section, it is enough to �nd genus-preserving simple exten-

sions starting at Abelian strata and ending at the desired connected components. The proof

is divided in four cases: connected strata, hyperelliptic components, nonhyperelliptic compo-

nents and exceptional strata. From now on, we will omit the words “plus” and “minus” when

speaking of a Rauzy–Veech group, since the arguments work in both cases (provided that the

relevant hypotheses are satis�ed).

3.5.1 Connected strata

We will start by showing that simple extensions of generalised permutations that are not per-

mutations allow us to “break up” the singularities of the meromorphic quadratic di�erential in

any possible way. This lemma is analogous to the case of Abelian di�erentials [Gut19b, Lemma

6.5] and will allows us to obtain the proof of Theorem 3.1.1 for connected strata.

Lemma 3.5.1. Let τ be a generalised permutation τ : {1, . . . , 2d} → A. Assume that the surface

Mτ ∈ Q(m1, . . . , mn) where m1 ≥ 1 and mi ≥ −1 for every 2 ≤ i ≤ n. Then, there exists an

irreducible generalised permutation π such thatMπ ∈ Q(m1,1, m1,2, m2, . . . , mn) and such that π is a

simple extension of τ , where m1,1, m1,2 ≥ −1 are any integers satisfying m1,1 + m1,2 = m1.

Proof. Let p : Pτ → Mτ be the projection map obtained by identifying the sides of the polygon

Pτ by translation and rotation.

Consider the bijection s : {1, . . . , 2d} → {1, . . . , 2d} de�ned by:

• s(k) = σ(k − 1) if 1 < k ≤ `;
• s(1) = σ(` + 1);
• s(k) = σ(k + 1) if ` + 1 ≤ k < ` + m; and

• s(` + m) = σ(`).
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The bijection s encodes the process of turning around amarked point in a clockwisemanner.

Indeed, the set {1, . . . , `} corresponds to the top sides of Pτ , while the set {` + 1, . . . , ` + m}
corresponds to the bottom sides. For 1 ≤ k ≤ ` , let z ∈ Pτ be its left endpoint. The orbit of

k by s is equal to the set of top sides of Pτ whose left endpoints z′ satisfy p(z′) = p(z) and the

bottom sides of Pτ whose right endpoints z′ satisfy p(z′) = p(z).
We can use the orbit by s to compute the conical angle of p(z). Indeed, it is easy to see that

such angle is equal to π |Orbs(k) \ {1, ` + m}|.
Now, let z ∈ C be a vertex of Pτ such that p(z) is the conical singularity of order m1. We

can assume that z , 0, eτ . Indeed, let k be a top side whose left vertex is z or a bottom side

whose right endpoint is z. Since m1 ≥ 2, one has that |Orbs(k) \ {1, ` +m}| ≥ 3, so there exists

1 < j ≤ ` whose left vertex z′ satis�es p(z′) = p(z) or ` + 1 ≤ j < ` + m whose right vertex z′

satis�es p(z′) = p(z). We replace z by z′ if necessary. For the rest of the proof, we will assume

that 2 ≤ j ≤ ` , since the other case is analogous.
Consider the set Orbs( j)\{1, `+m}, ordered by the order its elements occur when applying

s to j iteratively. Its cardinality is equal to 2+m1 = 2+m1,1 +m1,2. We will consider two cases:

If the (2 + m1,1)-th element is in the bottom row, then the proof is very similar to the

Abelian case. Nevertheless, we will present it in full detail for completeness. Let σ(i) , j be

the (3+m1,1)-th element. For a letter α ′ < A, we de�ne the simple extension π of τ by inserting

the letter α ′ just before the letters at positions i and j. That is, for every k ∈ {1, . . . , 2(d + 1)},

π(k) =




τ(k) k < min{i, j}
α ′ k = min{i, j}
τ(k − 1) min{i, j} < k ≤ max{i, j}
α ′ k = max{i, j} + 1

τ(k − 2) max{i, j} + 1 < k ≤ ` + m + 2

and that the type of π is (` ′, m′) = (` + 1, m + 1).
Let ι : {1, . . . , 2d} → {1, . . . , 2(d+1)} be the order-preserving injective map with π◦ι = τ.

Let i ′, j ′ be the positions of α ′ in π. We choose them so i ′ < j ′ if and only if i < j.

We will now prove thatMπ ∈ Q(m1,1, m1,2, m2, . . . , mn). Let σ ′ be the involution associated
with π. Consider the bijection s′ : {1, . . . , 2(d + 1)} → {1, . . . , 2(d + 1)} de�ned for π in an

analogous way as s for τ. We have that:

• s′( j ′) = ι(s( j));
• s′( j ′ + 1) = i ′;
• s′(i ′) = ι(σ(i));
• s′(1) = j ′ if i ′ = ` + 1 and s′(i ′ − 1) = j ′ otherwise;

and s′(ι(k)) = ι(s(k)) for any other k ∈ {1, . . . , 2d}.
Let k be the smallest natural number satisfying sk+1( j) = σ(i). If i = `+1, then sk( j) = 1 and,

otherwise, sk( j) = i−1. In any case, s′(ι(sk( j))) = j ′. Moreover, since we have that s′( j ′) = ι(s( j))
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we obtain that the orbit of j ′ by s′ is:

j ′, ι(s( j)), ι(s2( j)), . . . , ι(sk( j)),

so, by the choice of i, |Orbs′( j ′) \ {1, ` ′ + m′}| = 2 + m1,1.

On the other hand, let k be the smallest natural number satisfying sk+1(σ(i)) = j. The orbit
of j ′ + 1 by s′ is:

j ′ + 1, i ′, ι(σ(i)), ι(s(σ(i))), ι(s2(σ(i))), . . . , ι(sk(σ(i))),

so |Orbs′( j ′ + 1) \ {1, ` ′ + m′}| = 2 + m1 − (2 + m1,1) + 2 = 2 + m1,2.

These two orbits are disjoint, so the j ′-side ofMπ joins two distinct conical singularities of

orders m1,1 and m1,2. Since s′ coincides with s outside of these orbits, the orders of the rest of
the conical singularities are preserved.

Otherwise, if the (2 + m1,1)-th element is in the top row, let i be such element (which may

be equal to j). For a letter α ′ < A, we de�ne the simple extension π of τ by inserting the letter

α ′ just before the letters at positions i and j if i , j, and twice before the letter at position i = j

otherwise. The type of this generalised permutation is (` ′, m′) = (` + 2, m)
Let ι : {1, . . . , ` +m} → {1, . . . , ` +m+2} be the order-preserving injective map such that

π ◦ ι = τ. Let i ′ , j ′ be the positions of α ′ in π. We choose them so i ′ < j ′ if and only if i < j

(in particular, if i = j then j ′ < i ′).

We will now prove thatMπ ∈ Q(m1,1, m1,2, m2, . . . , mn). Let σ ′ be the involution associated
with π. Consider the bijection s′ : {1, . . . , 2(d + 1)} → {1, . . . , 2(d + 1)} de�ned for π in an

analogous way as s for τ. We have that:

• s′( j ′) = ι(s( j));
• s′( j ′ + 1) = i ′;
• s′(i ′) = ι(s(i)) if i , j and s′(i ′) = i ′ otherwise;
• s′(i ′ + 1) = j ′;

and s′(ι(k)) = ι(s(k)) for any other k ∈ {1, . . . , ` + m}.
Let k be the smallest natural number satisfying sk( j) = i. Observe that ι(i) = i ′ + 1, so the

orbit of j ′ by s′ is:
j ′, ι(s( j)), ι(s2( j)), . . . , ι(sk( j)) = i ′ + 1,

so, by the choice of β , |Orbs′( j ′) \ {1, ` ′ + m′}| = 2 + m1,1.

If i , j, let k be the smallest natural number satisfying sk(i) = j. Since ι( j) = j ′ + 1, the

orbit of i ′ by s′ is:
i ′, ι(s(i)), ι(s2(i)), . . . , ι(sk(i)) = j ′ + 1,

so |Orbs′(i ′) \ {1, ` ′ + m′}| = 2 + m1 − (2 + m1,1) + 2 = 2 + m1,2.

Otherwise, we have that if i = j and m1,2 = −1. In this case, the orbit of i ′ by s′ consists
only of i ′. We obtain that |Orbs′(i ′) \ {1, ` ′ + m′}| = 1 = 2 + m1,2 as desired. �
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Observe that the proof of the previous lemma can also be applied to a (genuine) permuta-

tion. Nevertheless, as explained after De�nition 3.3.1, the resulting simple extension will not

satisfy Convention 1 unless it is a permutation as well. This is related to the fact that there exist

some global obstructions to “breaking up” some zeros of even order into two zeros of odd order

using local operations [Bai+19]. This problem can be solved by using the previous lemma two

times:

Corollary 3.5.2. Let τ be a (genuine) permutation π : {1, . . . , 2d} → A. Assume that the surface

Mτ ∈ H(m1, . . . , mn) where m1 ≥ 1 and mi ≥ 1 for every 2 ≤ i ≤ n. Then, there exists a

generalised permutation π such that Mπ ∈ Q(m1,1, m1,2, m1,3, 2m2, . . . , 2mn) and such that π is a

simple extension of τ , wherem1,1, m1,2, m1,3 ≥ −1 are any integers satisfyingm1,1+m1,2+m1,3 = 2m1

and m1,1, m1,2 are odd.

Proof. We use the previous lemma two times, �rst adding a duplicate letter in the top row to

split the conical singularity whose angle is (2 + 2m1)π into two conical singularities of angles

(2+m1,1)π and (2+m1,2+m1,3)π. This is possible since, as m1,1 is odd, the resulting generalised

permutation cannot be a permutation. However, this generalised permutation does not satisfy

Convention 1.

Now, we add a duplicate letter in the bottom row to split the conical singularity of angle

(2 + m1,2 + m1,3)π into two conical singularities of angle (2 + m1,2)π and (2 + m1,3)π. Once

again, this is possible because m1,2 is odd. We obtain a permutation having a duplicate letter in

each row, so it satis�es Convention 1. �

Remark 3.5.3. The strict generalised permutations produced by the previous corollary can be

chosen to be irreducible. Indeed, because of the way we count the conical angle in the proof

of Lemma 3.5.1, no letter is inserted at the beginning of a row. Therefore, we can construct a

suspension datum (ζ ′α)α∈A for π starting from the “canonical” suspension datum (ζα)α∈B for τ

by setting ζ ′α = 1 if α ∈ A\B.

Furthermore, even if the statements of the previous lemma and corollary forbid marked

points which are not singularities, it is easy to see that the proof extends to the particular case

of the permutation on a two-letter alphabet representing a torus with one marked point. This

allows us to treat the genus-1 case below.

With these elements, the proof of Theorem 3.1.1 is a straightforward consequence of the

classi�cation of Rauzy–Veech groups for Abelian strata [AMY18; Gut19b]:

Proof of Theorem 3.1.1 for connected strata. Let S be a connected stratum of quadratic di�eren-

tials of genus g with at least three singularities (zeros or poles), not all of even order. Clearly,

there exist at least two singularities of odd order. Therefore, by the previous lemma and the

previous corollary, there exists a sequence of simple extensions starting from any connected

component of a minimal stratum of Abelian di�erentials and ending at S. Indeed, we can �rst
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use the corollary once to create two singularities of odd order and then use the lemma iteratively

to create the remaining singularities.

If g ≥ 4, then the Rauzy–Veech group of S contains the Rauzy–Veech groups of both

nonhyperelliptic minimal strata of genus-g Abelian di�erentials. These groups are maximal

subgroups of Sp(2g, Z) [BGP14, Theorem 3] 1, so we obtain that the Rauzy–Veech group of

S is Sp(2g, Z). If g = 3, then we can use the same argument as before, but using the connected

components H(4)odd and H(4)hyp. The Rauzy–Veech groups of such components have index

28 and 288, respectively. Since 28 does not divide 288, we conclude that the Rauzy–Veech

group of S is Sp(6, Z) by maximality. If g = 2, we do not conclude that the Rauzy–Veech

group is the entire ambient symplectic group, but we have that it has �nite index because it

contains a copy of the Rauzy–Veech group of H(2), which has index 6 inside Sp(4, Z). Finally,
if g = 1, we can use the adjacency with the stratum H(0). Indeed, its Rauzy–Veech group is

equal to its entire ambient symplectic group, so the same is true for the Rauzy–Veech group of

S. �

3.5.2 Hyperelliptic components

As was shown by Lanneau [Lan04], strata of the form Q(4 j + 2, 2k − 1, 2k − 1) or of the form
Q(2 j − 1, 2 j − 1, 2k − 1, 2k − 1) for any integers j, k ≥ 0 have a hyperelliptic component. The
genera of these strata are j+k+1 and j+k, respectively, and we will assume it to be at least one.
We can �nd an explicit simple extension starting from a hyperelliptic connected component
of Abelian strata, therefore showing that the desired Rauzy–Veech groups have �nite index.
Indeed, for an integer d ≥ 2 consider the symmetric permutation on d letters:

τd =

(
0 1 2 · · · d − 1

d − 1 d − 2 d − 3 · · · 1

)
.

Let gd = d/2 if d is even and (d − 1)/2 if d is odd. It is well-known that this permutation

represents the component H(2gd − 2)hyp if d is even and H(gd − 1, gd − 1)hyp if d is odd.
Now, for s, r ≥ 1 let

σs,r =

(
0 A 1 2 · · · s A s + 1 s + 2 · · · s + r
s + r · · · s + 2 s + 1 B s · · · 2 1 B 0

)

which can be obtained from τs+r+1 by applying two simple extensions. By putting s = 2k and

r = 2 j + 1, σs,r represents the connected component Q(4 j + 2, 2k − 1, 2k − 1)hyp, and, by

putting s = 2k and r = 2 j, it represents Q(2 j −1, 2 j −1, 2k−1, 2k−1)hyp [Zor08, Section 3.6].

In the former case, removing the letters A and B produces τ2 j+2k+2, whose genus is j + k + 1.

In the latter case, it produces τ2 j+2k+1, whose genus is j + k. Therefore, we obtain genus-

preserving simple extensions starting at hyperelliptic components of Abelian strata and ending

at Q(4 j + 2, 2k − 1, 2k − 1)hyp or Q(2 j − 1, 2 j − 1, 2k − 1, 2k − 1)hyp. We conclude that the

1This result uses the classi�cation of �nite simple groups.
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indices of their Rauzy–Veech groups are �nite in their ambient symplectic groups.

3.5.3 Non-hyperelliptic components

All strata of the form Q(4 j + 2, 2k − 1, 2k − 1) and Q(2 j − 1, 2 j − 1, 2k − 1, 2k − 1), for integers
j, k ≥ 0 and genus at least two, have exactly two connected components, except for Q(6, 3, 3)
and Q(3, 3, 3, 3) (which have three), and Q(2, 1, 1) and Q(1, 1, 1, 1) (which are connected). We

will consider strata of this form with exactly two connected components and prove that the

Rauzy–Veech group of the nonhyperelliptic one has �nite index.

We will �rst prove it for strata of surfaces of genus at least three. Consider the following
permutation representatives of minimal Abelian strata computed by Zorich:

τg =

(
0 1 2 3 5 6 · · · 3g − 7 3g − 6 3g − 4 3g − 3
3 2 6 5 9 8 · · · 3g − 3 3g − 4 1 0

)

for g ≥ 3 and

σg =

(
0 1 2 3 5 6 · · · 3g − 7 3g − 6 3g − 4 3g − 3
6 5 3 2 9 8 · · · 3g − 3 3g − 4 1 0

)

One has that τg represents the family of strata H(2g − 2)odd for every g ≥ 3 and that σg
represents the family H(2g − 2)even for every g ≥ 4 [Zor08, Proposition 3, Proposition 4].
Moreover, these representatives have a single cylinder. One can use Lemma 3.5.1 and Corol-
lary 3.5.2 to �nd representatives of Q(4 j+2, 2k−1, 2k−1) and Q(2 j−1, 2 j−1, 2k−1, 2k−1),
which will also have a single cylinder since, as is made explicit in the proof of Lemma 3.5.1,
we can assume that the letters were not inserted at the beginning of the top row. We will show
that such extensions are not hyperelliptic by using the following fact: a generalised permutation
such that the �rst letter in its top row coincides with the last letter in its bottom row represents
a hyperelliptic connected component if and only if the generalised permutation obtained by
removing said letter has, up to cyclic permutations on both rows, one of the following two
forms: (

A 1 2 · · · s A s + 1 s + 2 · · · s + r
s + r · · · s + 2 s + 1 B s · · · 2 1 B

)

or (
1 2 · · · r + 1 1 2 · · · r + 1

r + 2 r + 3 · · · r + s + 2 r + 2 r + 3 · · · r + s + 2

)
.

This fact was proven by Lanneau [Zor08, Proposition 11]. It is clear that by inserting two

or three letters to τg or σg it will not have one of those forms, so the extensions lie in the

nonhyperelliptic components.

If the genus is three, we get sequences of simple extensions starting from H(4)odd, whose
Rauzy–Veech group has index 28 inside its ambient symplectic group, and ending at any
nonexceptional and nonhyperelliptic component. Moreover, we can also �nd simple extensions
starting from H(4)hyp and ending at the four components Q(10, −1, −1)nonhyp, Q(6, 1, 1)nonhyp,
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Q(5, 5, −1, −1)nonhyp, Q(3, 3, 1, 1)nonhyp. Indeed, the generalised permutations
(
1 A A 2 3 4 5 6
6 B B 5 4 3 2 1

)
and

(
1 A 2 3 A 4 5 6
6 B 5 4 B 3 2 1

)

represent the components Q(10, −1, −1)nonhyp, Q(6, 1, 1)nonhyp, respectively, and erasing the

letters A and B produces permutations representing H(4)hyp. The other two components can

be obtained by using these two generalised permutations together with Lemma 3.5.1. Since

the index of H(4)hyp is 288, we obtain that the Rauzy–Veech groups of these four components

are equal to their entire ambient symplectic groups by maximality.

There is only one remaining nonexceptional and nonhyperelliptic component in genus

three: Q(2, 3, 3)nonhyp. In this case, we were not able to �nd a simple extension starting at

H(4)hyp, so we only conclude that the Rauzy–Veech group has index at most 28.

If the genus is greater than three, we get sequences of simple extensions starting from both

nonhyperelliptic components of minimal Abelian strata, so the Rauzy–Veech group is equal to

its entire ambient symplectic group.
For genus two, only the strata Q(6, −1, −1) and Q(3, 3, −1, −1) are not connected. The gen-

eralised permutations below represent their nonhyperelliptic components. Moreover, erasing
the letters A and B produces representatives of H(2) and H(1, 1), respectively:

(
1 2 3 A A 4
4 3 B B 2 1

)
and

(
1 2 A A 3 4 5
5 B B 4 3 2 1

)
.

The index of the Rauzy–Veech group of H(2) is 6, while the Rauzy–Veech group of H(1, 1)
is equal to its entire ambient symplectic group.

3.5.4 Exceptional strata

There exist four exceptional strata that satisfy our hypothesis: Q(6, 3, −1) and Q(3, 3, 3, −1)
in genus 3 and Q(6, 3, 3) and Q(3, 3, 3, 3) in genus 4. These strata have two nonhyperelliptic

connected components, usually called regular and irregular [Lan08; CM14]. For these cases,

we can �nd explicit simple extensions, shown in Table 3.1, to prove that their Rauzy–Veech

groups are equal to their entire ambient symplectic groups. They start from either a connected

component of the moduli space of Abelian di�erentials whose Rauzy–Veech group is its entire

symplectic subgroup, or from two di�erent connected components of minimal Abelian strata.

These simple extensions were found by using the surface_dynamics package for Sage-

Math to obtain explicit representatives for the exceptional connected components. We then

performed a depth-�rst scan on their Rauzy classes.

Start End Generalised permutation

H(4)hyp Q(6, 3, −1)reg

(
1 2 3 A 4 A 5 6
6 5 4 3 2 B B 1

)



3.6. SIMPLICITY OF THE LYAPUNOV SPECTRA 89

H(4)odd Q(6, 3, −1)reg

(
1 2 3 4 A 5 A 6
6 4 B B 2 5 3 1

)

H(4)hyp Q(6, 3, −1)irr
(
1 A 2 3 4 5 A 6
6 B B 5 4 3 2 1

)

H(4)odd Q(6, 3, −1)irr
(
1 2 3 4 5 A A 6
6 B 3 B 5 2 4 1

)

H(3, 1) Q(3, 3, 3, −1)reg

(
1 A A 2 3 4 5 6 7
7 6 B 5 2 B 4 3 1

)

H(3, 1) Q(3, 3, 3, −1)irr
(
1 2 3 4 5 A 6 A 7
7 6 2 B B 5 4 3 1

)

H(6)even Q(6, 3, 3)reg

(
1 2 A 3 4 5 6 7 A 8
8 7 5 B 2 6 B 4 3 1

)

H(6)odd Q(6, 3, 3)reg

(
1 A 2 3 4 5 A 6 7 8
8 4 7 B 5 3 6 B 2 1

)

H(6)even Q(6, 3, 3)irr
(
1 2 3 4 A 5 A 6 7 8
8 7 5 B 2 6 B 4 3 1

)

H(6)odd Q(6, 3, 3)irr
(
1 2 3 4 5 6 A 7 A 8
8 B 5 B 3 7 4 6 2 1

)

H(3, 3)nonhyp Q(3, 3, 3, 3)reg

(
1 A 2 A 3 4 5 6 7 8 9
9 6 B 5 3 7 2 8 B 4 1

)

H(3, 3)nonhyp Q(3, 3, 3, 3)irr
(
1 A 2 A 3 4 5 6 7 8 9
9 5 2 6 4 3 B 8 B 7 1

)

Table 3.1: Table of extensions for nonhyperelliptic connected

components of exceptional strata. The generalised permutation

in the third column belongs to the connected component in the

second column. Erasing letters A and B produces a permuta-

tion belonging to the Abelian connected component in the �rst

column.

3.6 Simplicity of the Lyapunov spectra

In this section, we will show that if a �xed stratum S satis�es the hypothesis of Theorem 3.1.1,

then its (“plus” or “minus”, depending on the stratum) Lyapunov spectrum is simple. Fix a

generalised permutation π representing S and constructed by a sequence of simple extensions

starting from a minimal Abelian stratum, as in the proof of Theorem 3.1.1.

We have de�ned the Rauzy–Veech group of a stratum by allowing the arrows of a Rauzy

class to be reversed. The next lemma shows that this coincides with the group generated by

directed cycles and their inverses.

Lemma 3.6.1. The group generated by the (“plus” or “minus”) Rauzy–Veech monoid of S is equal to
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the (“plus” or “minus”, respectively) Rauzy–Veech group of S.

Proof. The proof is purely combinatorial and it is therefore identical for the “plus” and “minus”

cases. It is essentially a consequence of the fact that Rauzy classes are strongly connected.

Let R be the Rauzy class of π and let R̃ be an undirected copy. Let γ = γε1
1 γε2

2 · · · γ
εn
n be

a cycle in R̃, where each γi is an arrow in R and the εi ∈ {−1, +1} are used to denote either

an arrow of R or its reversed copy. Let 0 = i0 < i1 < i2 < · · · < ik = n be indices such that

εi j+1 = εi j+2 = · · · = εi j+1 and εi j , εi j+1 for each 0 ≤ j < k. Assume that ε1 = +1, since the

other case is similar.

We de�ne the following oriented cycles:

c1 = γ1γ2 · · · γi1w1

where w1 is any path in R joining the end of γi1 with π;

c2 = w2γi2γi2−1 · · · γi1+1w1

where w2 is any path in R joining π with the start of γi2 ;

c3 = w2γi2+1γi2+2 · · · γi3w3

where w3 is any path in R joining the end of γi3 with π; and continue in this way inductively.

We choose the last w j as the zero-length path joining π and π. Then, the matrix Bγ is equal

to · · ·Bc3B−1
c2 Bc1 as the matrices Bw j cancel out. We conclude that Bγ belongs to the group

generated by the Rauzy–Veech monoid of π, so it contains the Rauzy–Veech group of π. �

We obtain that the Rauzy–Veech monoid of S is Zariski-dense. By the work of Benoist

[Ben97], it is also pinching and twisting.

What remains to obtain the simplicity of the Lyapunov spectrum follows from standard

arguments using the general criterion by Avila and Viana [AV07b]. We will therefore sketch

the steps without too many details. First, it is important to consider that not every element

of the Rauzy–Veech monoid represents an orbit of the Teichmüller geodesic �ow. A standard

way to ensure that a Teichmüller orbit follows a given Rauzy–Veech orbit is using some “com-

pleteness” condition. More precisely, we say that a walk γ in the Rauzy class of π is k-complete

if every letter of Awins at least k times in γ. It is clear that k-complete walks can be found,

as Rauzy classes are strongly connected. Now, let γ∗ be a k-complete cycle γ∗ at π such that if

γ∗ = γsγ = γγe then γ is either γ∗ or trivial. By the work of Avila and Resende [AR12, Section

6.2], if k is su�ciently large then any cycle γ satisfying the following three conditions produces

an orbit of the Teichmüller geodesic �ow:

• γ starts with γ∗;
• γ ends with γ∗;
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• γ does not start with γ∗γ∗.
We write γ = γ∗wγ∗. To conclude, we observe that monoid induced by these cycles is also

Zariski-dense, as the entries of Bγ depend polynomially on the entries of Bw. This shows

that this monoid is pinching and twisting, and, therefore, that the Lyapunov spectrum of the

Teichmüller geodesic �ow on S is simple, so it concludes the proof.
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Chapter 4

Realisability of some quaternionic
monodromy groups

The purpose of this chapter is to show that some groups of the form SO∗(2d) are realisable as
monodromy groups of square-tiled surfaces. It is an adapted version of the article “A family of

quaternionic monodomy groups of the Kontsevich–Zorich cocycle” [Gut19a].

4.1 Introduction

Let M be an a�ne invariant submanifold. Recall from Chapter 1 that the possible Zariski-

closures of the monodromy groups arising from SL(2, R)-(strongly-)irreducible subbundles, at
the level of real Lie algebra representations and up to compact factors, belong to the following

list:

(i) sp(2g, R) in the standard representation;

(ii) su(p, q) in the standard representation;

(iii) su(p, 1) in an exterior power representation;

(iv) so∗(2d) in the standard representation; or

(v) soR(n, 2) in a spin representation.

Nevertheless, it is not known whether every Lie algebra representation in this list is realis-

able as a monodromy group [Fil17, Question 1.5]. Indeed, it is well-known that every group in

the �rst item is realisable. The groups in the second item were shown to be realisable by Avila,

Matheus and Yoccoz [AMY19]. Moreover, the group SO∗(6) in its standard representation

(which coincides with SU(3, 1) in its second exterior power representation) is also realisable by

the work of Filip, Forni and Matheus [FFM18].

The main theorem of this chapter is the following:

Theorem 4.1.1. For each d belonging to a density-1/8 subset of the natural numbers, there exists a

square-tiled surface conjecturally realising the group SO∗(2d) as the monodromy group of an SL(2, R)-
(strongly-)irreducible piece of its Kontsevich–Zorich cocycle. This conjecture depends on certain linear-
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Figure 4.1: An illustration ofM (d)g .

algebraic conditions, which can be computationally shown to be true for small values of d. In this way, we

show that SO∗(2d) is realisable for every 11 ≤ d ≤ 299 in the congruence class d = 3 mod 8, except

possibly for d = 35 and d = 203.

Indeed, as was done by Filip, Forni and Matheus [FFM18], we will show that these groups

seem to arise in quaternionic covers of simple square-tiled surfaces.

4.2 Construction of the family of square-tiled surfaces

In this section, we will construct the quaternionic covers that realise the desired groups as the

Zariski-closure of the monodromy of a speci�c �at irreducible subbundle of the Hodge bundle.

Let d ≥ 3 be an odd integer. We consider a “staircase”M (d) with d squares: the square-tiled
surface induced by the horizontal permutation (2, 1)(4, 3) . . . (d − 1, d − 2)(d) and the vertical

permutation (1)(2, 3)(4, 5) · · · (d − 1, d). It belongs to the component H(d+1)/2(d − 1)hyp. Its

automorphism group is trivial, since it belongs to a minimal stratum.

We construct a cover M̃ (d) of M (d) as follows: for each element g of the quaternion group

Q = {1, −1, i, −i, j, − j, k, −k}, we take a copyM (d)g ofM (d). We glue the r-th right vertical side

of M (d)g to the r-th left vertical side of M (d)gi . Similarly, we glue the r-th top horizontal side of

M (d)g to the r-th bottom horizontal side of M (d)g j . See Figure 4.1. This construction coincides,
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M (3)1 M (3)i M (3)−1 M (3)−i

M (3)− j M (3)k M (3)j M (3)−k

Figure 4.2: An illustration of M̃ (3) showing its four singularities. Horizontally, the each copy
ofM (3) is cyclically glued to the copy on its right or left, but this does not hold for the vertical
gluings (as the top sides ofM (3)k , for example, are glued to the bottom sides ofM (3)−i ).

up to relabelling, with that of Filip, Forni and Matheus for d = 3 [FFM18, Section 5.1].

For each g ∈ Q, we can de�ne an automorphism ϕg of M̃ (d) by mapping M (d)h to M (d)gh in

the natural way, that is, preserving the covering map M̃ (d) → M (d) for each h ∈ Q. Indeed,

the gluings are de�ned by multiplication on the right, which commutes with multiplication on

the left. These are the only automorphisms of M̃ (d): an automorphism ψ of M̃ (d) induces an
automorphism of M (d) by “forgetting the labels”. Since the only automorphism of M (d) is the
identity, M (d)1 is mapped to some M (d)g for g ∈ Q in a way that preserves the covering map

M̃ (d) → M (d). Thus, ψ = ϕg and Aut(M̃ (d)) ' Q. We will denote Aut(M̃ (d)) byG.

From now on, we will restrict to the case d = 3 mod 8. The surface M̃ (d) has four singulari-
ties, each of order 2d−1. Therefore, M̃ (d) belongs to the (connected) stratum H4d−1((2d−1)4).

Since the automorphism ϕ−1 ∈ G is an involution, it induces a splitting

H1(M̃ (d);R) = H+1 (M̃ (d)) ⊕ H−1 (M̃ (d)),

where H±1 (M̃ (d)) is the subspace of H1(M̃ (d)) where ϕ−1 acts as ±Id. These subspaces are sym-

plectic and symplectically orthogonal. The subspaceH+1 (M̃ (d)) containsH st
1 (M̃ (d)) and is natu-

rally isomorphic toH1(M (d)± ;R), whereM (d)± = M̃ (d)/ϕ−1. This latter surface is an intermediate

cover of M (d) over the group Q/{1, −1} ' Z/2Z × Z/2Z. Since every singularity of M̃ (d) is
�xed by ϕ−1, M

(d)
± belongs to the stratum H2d−1((d − 1)4). Therefore, H+1 (M̃ (d)) is a (4d − 2)-

dimensional subspace of the (8d − 2)-dimensional space H1(M̃ (d);R) and we obtain that the

dimension of H−1 (M̃ (d)) is 4d.

The irreducible representations (overC) of the groupQ can be summarised in the following

character table:

As detailed in Section 1.2.4,H1(M̃ (d);R) can be split into isotypical components associated
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Dimension 1 −1 ±i ± j ±k
χ1 1 1 1 1 1 1
χi 1 1 1 1 −1 −1
χ j 1 1 1 −1 1 −1
χk 1 1 1 −1 −1 1

tr χ2 2 2 −2 0 0 0

Table 4.1: Character table ofQ.

with such representations. From the character table, we obtain that H−1 (M̃ (d)) corresponds to
2d copies of a G-irreducible representation whose character is the quaternionic character χ2,

that is, H−1 (M̃ (d)) =Wχ2 . Indeed, ϕ−1 acts as the identity for any other representation in the

table. We obtain the following:

Lemma 4.2.1. The Zariski-closure of the monodromy group of the �at subbundle induced byH−1 (M̃ (d))
is a subgroup of SO∗(2d). Moreover, Kontsevich–Zorich cocycle over this subbundle has at least four zero

Lyapunov exponents.

Proof. The �rst statement is a direct consequence of Theorem 1.2.20. The second statement

is a consequence of the �rst since d is odd [Fil17, Corollary 5.5, Section 5.3.4]. �

We will prove that, for certain d with dmod8 = 3, such Zariski-closure is actually SO∗(2d).

4.3 Computation of the monodromy groups

4.3.1 Dimensional constraints

In the presence of zero Lyapunov exponents, Theorem 1.2.14 states that the only possible

Lie algebra representations of the Zariski-closure of the monodromy group of a �at subbun-

dle are so∗(2d) in the standard representation ρ2d : so∗(2d) → R4d , su(p, q) in the standard

representation σp,q : su∗(p, q) → R2(p+q), and su(p, 1) in some exterior power representation

τr,p : su(p, 1) → R2(p+1
r ). The representations τr,p are irreducible and faithful: by complexify-

ing, one obtains sl(p + 1, C) whose exterior power representations are known to satisfy these

properties.

Let

D =

{
d ∈ N

��� 2d ,
(
p + 1
r

)
for every p and 1 < r < p

}
.

We have the following dimensional constraints:

Lemma 4.3.1. Let d ∈ D. If 2d = p + q, then dimR so∗(2d) < dimR su(p, q). Moreover, if

2d =
(p+1
r

)
, then dimR so∗(2d) < dimR su(p, 1).

Proof. We have that

dimR so∗(2d) = d(2d − 1)
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dimR su(p, q) = (p + q)2 − 1

dimR su(p, 1) = p(p + 2).

If p + q = 2d, then dimR su(p, q) = 4d2 − 1. Thus, dimR so∗(2d) < dimR su(p, q) for every
d. If 2d =

(p+1
r

)
for d ∈ D, then we have that r ∈ {1, p}. Therefore, 2d = p+1 and we conclude

as in the previous case. �

Remark 4.3.2. To obtain the strict inequality in the previous proof, it is necessary to assume

that d ∈ D. Indeed, if d < D then 2d =
(p+1
r

)
with 1 < r < p. This is enough to show that

dimR su(p, 1) ≤ dimR so∗(2d). Indeed, since 2d =
(p+1
r

) ≥ (p+1
2

)
we have that p(p+1) ≤ 4d and

it is easy to check that this results in p(p + 2) ≤ d(2d − 1) if d ≥ 3.

The previous lemma shows that, assuming (strong) irreducibility, so∗(2d) is the only pos-

sible Lie algebra of the Zariski-closure of the �at subbundle induced by H1(X̃ (d)). Indeed,

we already know by Lemma 4.2.1 that its Lie algebra g is contained in so∗(2d), so clearly

dimR g ≤ dimR so∗(2d). Moreover, the corresponding Lie algebra representation is either ρ2d ,

σp,q or τr,p. These representations act irreducibly on real vector spaces of dimensions 4d, 2(p+q)
and 2

(p+1
r

)
, respectively. Hence, if the sought representation is σp,q or τr,p, the previous lemma

implies that dimR so∗(2d) < dimR g, a contradiction.

We �nish this section by showing that the set D is large inside N:

Lemma 4.3.3. The set D has full density in N.

Proof. Let

Bp+1 =

{(
p + 1
r

) ��� 1 < r < p
}
and B =

⋃
p≥3

Bp+1 .

We will show that |B ∩ {1, . . . , n}|/n → 0. Observe that

|B ∩ {1, . . . , n}| ≤
∑
p≥3

|Bp+1 ∩ {1, . . . , n}|

Now, observe that:

• If p ≥ 3 and
(p+1

2

)
> n, then |Bp+1 ∩ {1, . . . , n}| = 0;

• If p ≥ 5 and
(p+1

4

)
> n, then |Bp+1 ∩ {1, . . . , n}| ≤ 2.

We will split the sum in this way to obtain a bound for |B ∩ {1, . . . , n}|. Let p2 be the smallest

p ≥ 3 such that
(p+1

2

)
> n and let p4 be the smallest p ≥ 5 such that

(p+1
4

)
> n. We have that

|B ∩ {1, . . . , n}| ≤
p4−1∑
p=3

(p + 1) +
p2−1∑
p=p4

2 ≤ p4(p4 − 1) + 2(p2 − 1)

= O(n1/4)O(n1/4) +O(n1/2) = O(n1/2) = o(n).

�
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4.3.2 Dehn multi twists

We will use Dehn multi twists along speci�c rational directions to prove irreducibility. Assume

that there exist rational directions (pr , qr ) for 0 ≤ r < d such that:

1. the cylinder decomposition along (pr , qr ) consists of eight cylinders with waist curves crg ,

for g ∈ Q, of the same length. Thus, the Dehn multi twist along (pr , qr ) can be written as

Trv = v + nr
∑
g∈G 〈v, crg〉crg ; and

2. the action ofG on the labels is “well-behaved”, that is, (ϕh)∗crg = crhg for every 0 ≤ r < d,
and g, h ∈ Q.

LetQ+ = {1, i, j, k} and ĉrg = crg − cr−g for each g ∈ Q+. If v ∈ H−1 (M̃ (d)) we have that

〈v, ĉrg〉ĉrg = 〈v, crg − cr−g〉(crg − cr−g )
= 〈v, crg〉crg − 〈v, cr−g〉crg − 〈v, crg〉cr−g + 〈v, cr−g〉cr−g
= 〈v, crg〉crg + 〈v, crg〉crg + 〈v, cr−g〉cr−g + 〈v, cr−g〉cr−g
= 2(〈v, crg〉crg + 〈v, cr−g〉cr−g ),

where we used that (ϕ−1)∗v = −v and that (ϕ−1)∗ is a symplectic automorphism. Therefore,

Trv = v +
nr
2

∑
g∈Q+ 〈v, ĉrg〉ĉrg . Let Cr = 〈ĉrg〉g∈Q+ , the span of the ĉrg for g ∈ Q+. We will also

assume the following:

3. {ĉrg }g,r is a basis of H−1 (M̃ (d));
4. for each 0 ≤ r , s < d and v ∈ Cr \ {0},Tsv , v; and
5. for any v ∈ C0 \ {0}, C0 = 〈{v} ∪ {(T0 − Id)(Tr − Id)(T1 − Id)v}4r=2〉.
The last three conditions can be stated in terms of intersection numbers:

3. the matrix of intersection numbers of the ĉrg is nonsingular;

4. for each 0 ≤ r , s < d, there exists g ∈ Q+ such that 〈ĉrg , ĉs0〉 , 0; and

5. let v =
∑
g∈Q+ µg ĉ0g ∈ C0 \ {0} and vr = (T0 − Id)(Tr − Id)(T1 − Id)v for 2 ≤ r ≤ 4. Write

vr =
∑
g∈Q+ µg,r ĉ0g and put µg,1 = µg . Then, the matrix of coe�cients (µg,r )g∈Q+,1≤r≤4 is

nonsingular.

These conditions are enough to prove that H−1 (M̃ (d)) is strongly irreducible for the action

of A�∗(M̃ (d)):

Lemma 4.3.4. Assume that (1)–(5) hold. Then, A�∗∗(M̃ (d)) acts irreducibly on H−1 (M̃ (d)), where
A�∗∗(M̃ (d)) is any �nite-index subgroup of A�∗(M̃ (d)).

Proof. LetV , {0} be a subspace of H−1 (M̃ (d)) on which A�∗∗(M̃ (d)) acts irreducibly. By (3), it

is enough to prove that Cr ⊆ V for each 0 ≤ r < d.
Since the index of A�∗∗(M̃ (d)) is �nite, some power of Tr belongs to A�∗∗(M̃ (d)) for every

0 ≤ r < d. Without loss of generality, we can assume Tr ∈ A�∗∗(M̃ (d)), since the number

nr , 0 in the formula forTr is irrelevant for the proof.

We will �rst show that C0 ⊆ V . Let u ∈ V \ {0}. Since H−1 (M̃ (d)) is symplectic, by (3)

there exists 0 ≤ r < d such that Tru , u. Clearly, w = (Tr − Id)u ∈ Cr \ {0}. Now, by (4),
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v = (T0 − Id)w ∈ C0 \ {0}. Finally, by (5) we have that C0 ⊆ V .

Now, it is enough to show that (Tr − Id)C0 = Cr . Indeed, this implies that Cr ⊆ V for

each 0 ≤ r < d as C0 ⊆ V and V is closed under addition and is irreducible for the action of

A�∗∗(X̃ (d)). Let v = (Tr−Id)ĉ01 ∈ Cr \{0}. Observe that (2) implies that C0 isG-invariant. Since

A�∗∗(M̃ (d)) commutes withG, we have that (ϕg )∗v ∈ V for each g ∈ Q+. Write v =
∑
g∈Q+ µg ĉrg .

By (2), we have that

(ϕi)∗v = −µi ĉr1 + µ1ĉri − µk ĉrj + µ j ĉrk
(ϕ j)∗v = −µ j ĉr1 + µk ĉri + µ1ĉrj − µi ĉrk
(ϕk)∗v = −µk ĉr1 − µ j ĉri + µi ĉrj + µ1ĉrk .

Therefore, the matrix of coe�cients of (ϕg )∗v for g ∈ Q+ is

©«

µ1 µi µ j µk

−µi µ1 −µk µ j

−µ j µk µ1 −µi
−µk −µ j µi µ1

ª®®®®®¬
whose determinant is

(∑
g∈Q+ µ2

g

)2
, 0. We obtain that 〈(ϕg )∗v〉g∈Q+ = Cr ⊆ V , which com-

pletes the proof. �

Remark 4.3.5. The action of the automorphism groupG ' Q on H−1 (M̃ (d)) induces a structure
of an H-module on H−1 (M̃ (d)). Indeed, the map (ϕg )∗ can be interpreted as the multiplication

by g. The blocks Cr satisfy Cr = 〈(ϕg )∗v〉g∈Q+ , as shown in the proof of the previous lemma,

so they can be interpreted as the span of single vectors by the coe�cients in H. In this context,

conditions (1)–(4) are a “moral analogue” of Deligne’s criterion to compute Zariski-closures

[Del80; PS03]: the group contains appropriate transvections along a basis of the vector space

and this basis is transformed by the transvections in a su�ciently richmanner. These conditions

are indeed enough to prove the strong irreducibility of H−1 (M̃ (d)) in the quaternionic setting,

that is, by the action of the group generated by A�∗∗(M̃ (d)) and G. Nevertheless, since we

are interested in the real Zariski-closure as opposed to the quaternionic Zariski-closure of the

monodromy group, we also need condition (5) to ensure that any invariant subspace contains

an entire quaternionic block C0. Of course, the block C0 could be replaced by any other block,

but we stated condition (5) in this way for simplicity.

We can now show that this conditions are enough for the monodromy group to be SO∗(2d):

Proposition 4.3.6. Assume that d = 3 mod 8, that d ∈ D and that (1)–(5) hold. Then, the Zariski-

closure of the group ρ(A�∗(M))|H−1 (M̃ (d)) is SO∗(2d).
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Figure 4.3: The SL(2, Z)-orbit of M (d) using Th and Tv as generators. It consists of three
distinct square-tiled surfaces, which we callO(d),M (d) and N (d) from left to right. The labels in
the N (d) andO(d) show the identi�cation of the sides. Unlabelled horizontal sides are identi�ed
with the only horizontal having the same horizontal coordinates, and similarly for unlabelled
vertical sides.

Proof. By Lemma 4.2.1, exactly four Lyapunov exponents of the Kontsevich–Zorich cocycle

are zero, so the hypotheses of Theorem 1.2.14 are satis�ed. To conclude by Lemma 4.3.1, it is

enough for A�∗(M) to act strongly irreducibly on H−1 (M̃ (d)), which follows from the previous

lemma. �

The next section is then devoted to �nding the desired Dehn multi twists.

4.3.3 Suitable rational directions

In this section, we will �nd the desired rational directions (pr , qr ) and prove (1)–(5) for the

speci�c values of d mentioned in the statement of the main theorem to conclude the proof.

Assume that d = 3 mod 8 for the rest of the section.

Recall from Chapter 1 that the matrices

Th =

(
1 1

0 1

)
, Tv =

(
1 0

1 1

)

generate SL(2, Z) and, thus, can be used to understand the SL(2, Z)-orbit of a square-tiled

surface. The orbit of the “staircase” M (d) consists of three elements, which we call O(d), M (d)

and N (d). See Figure 4.3. Its Veech group has index three and is the so-called theta subgroup

of SL(2, Z) consisting on the elements whose modulo-two reductions are either Id or
( 0 1

1 0

)
.

See Figure 4.4.

Since M̃ (d) is a cover of M (d), the graph induced by the action on Th and Tv on M̃ (d) is a
cover of the graph in Figure 4.3. In other words, if g ∈ SL(2, Z) then g · M̃ (d) is a degree-eight
cover of g · M (d). Moreover, since the graph in Figure 4.3 has only three vertices, writing g
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−2 −1 0 1 2

1

2

Figure 4.4: The “canonical” fundamental domain of the action of the theta subgroup on the
upper half-plane. The resulting Teichmüller curve has genus zero and two cusps.

d Index Genus Cusps
3 12 0 3
11 16896 225 960
19 1867776 30721 94208

Table 4.2: The index of SL(M̃ (d)) and the genus and number of cusps of the resulting Teich-
müller curve for small values of d.

in terms of Th and Tv and following the arrows of the graph us to compute g ·M (d), which is

useful to understand g · M̃ (d). The index of SL(M̃ (d)) and the genus and number of cusps of

the resulting Teichmüller curve grow rapidly with d, as shown by Table 4.2

We will use the following rational directions: (pr , qr ) = (−(4r + 1), 4r + 3) for 0 ≤ r < d.

Observe that the matrix

(
2r + 1 2r

4r + 3 4r + 1

)
maps the direction (pr , qr ) to (−1, 0). Moreover,

this matrix can be written as T2
vT

2r
h Tv. By Figure 4.3, T2

vT
2r
h Tv ·M (d) = N (d), so this surface

has only one horizontal cylinder.

The matrixTv maps (pr , qr ) to (−(4r + 1), 2). The surfaceTv · M̃ (d), which we call Ñ (d), is a
degree-eight cover ofTv ·M (d) = N (d), which we will now describe explicitly.

For each g ∈ Q, consider a copy N (d)g of N (d). Each of these copies consists of d squares.

We label the r-th bottom side of each square of N (d)g with η rg and the left side of the leftmost

square with ζg .

Let m = (d+1)/2, which satis�es m = 2 mod 4 since d = 3 mod 8. There are m−1 squares

to the left and to the right of m in N (d)g . The labels of the top sides of the squares to the right of

m are:

ηm−1
gk , ηm−2

−g , ηm−3
−gk , η

m−4
g , . . . , η5

gk, η
4
−g , η

3
−gk, η

2
g , η

1
gk .

The labels of the top sides of the squares to the left of m are:

ηd−gi , η
d−1
g j , η

d−2
gi , ηd−3

−g j , η
d−4
−gi , . . . , η

m+3
gi , ηm+2

−g j , η
m+1
−gi , η

m
g j .
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g j
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g j

µ3g
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ν2giµ2g j

µ1g

ν1gi
µ1g j

· · · · · ·

η1g

ηd−gi

ζg = ν
(d+1)/2
g

ηm−3g

ηm+3gi

ηm−2g

ηm+2−g j

ηm−1g

ηm+1−gi

ηmg

ηmg j

ηm+1g

ηm−1gk

ηm+2g

ηm−2−g

ηm+3g

ηm−3−gk

ηm+4g

ηm−4g

ηdg

ζ−g

η1gk

µ1g

Figure 4.5: An illustration of N (d)g and of the cut-and-paste operations used to obtain this de-
scription.

· · · · · ·

η1g

ηd−gi

ζg

ηm−3g

ηm+3gi

ηm−2g

ηm+2−g j

ηm−1g

ηm+1−gi

ηmg

ηmg j

ηm+1g

ηm−1gk

ηm+2g

ηm−2−g

ηm+3g

ηm−3−gk

ηm+4g

ηm−4g

ηdg

ζ−g

η1gk

Figure 4.6: Direction (−1, 2) on N (d)g .

In the two previous lists, the group elements inQ follow a 4-periodic pattern. Finally, we label

the rightmost square of N (d)g with ζ−g . See Figure 4.5 for an illustration.

By a slight abuse of notation, from now on we will use the names η rg and ζg to refer to

the elements of H1(Ñ (d), Σ;R) induced by the horizontal or vertical curves joining the two

vertices of the side labelled η rg or ζg , oriented either rightwards or upwards. As for M̃ (d), we
have that Aut(Ñ (d)) ' Q,. That is, we de�ne an automorphism ϕg by mapping N (d)h to N (d)gh and

these are the only automorphisms of Ñ (d) since Aut(N (d)) is trivial. The automorphism ϕ−1

induces a splittingH1(Ñ (d);R) = H+(Ñ (d)) ⊕H−(Ñ (d)). The spaceH−(Ñ (d)) is 4d-dimensional

and it is exactly the image of H−(M̃ (d)) by Tv. Let η̂ rg = η rg − η r−g for g ∈ Q+ = {1, i, j, k}
and 1 ≤ r ≤ d. We have that each η̂ rg is an absolute cycle since ϕ−1 �xes every singularity.

Therefore, η̂ rg ∈ H−1 (Ñ (d)) and we obtain that {η̂ rg }g∈Q+,1≤r≤d is a basis of H−1 (Ñ (d)).
Observe that Ñ (d) has four horizontal cylinders. Moreover, the matrixT2r

h maps the direc-

tion Tv(pr , qr ) = (−(4r + 1), 2) to (−1, 2). Therefore, understanding the direction (pr , qr ) on
M̃ (d) is equivalent to understanding the direction (−1, 2) onT2r

h · Ñ (d).
We will start the analysis for r = 0. For g ∈ Q, consider the trajectory induced by the

direction (−1, 2) on N (d)g as in Figure 4.6. The resulting cylinder decomposition consists on

eight cylinders. Indeed, observe that each cycle η rg is intersected twice by such trajectories.

Therefore, the total number of intersections of all the η rg by all trajectories is 16d. To obtain
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· · · · · ·

η2g

η1−gk

ζ ′g

ηm−2g

ηm+4g j

ηm−1g

ηm+3gi

ηmg

ηm+2−g j

ηm+1g

ηm+1−gi

ηm+2g

ηmg j

ηm+3g

ηm−1gk

ηm+4g

ηm−2−g

ηm+5g

ηm−3−gk

η1−g

ζ ′−g

η2g

Figure 4.7: Direction (−1, 2) on T2
h · N

(d)
g . The gluings are cyclically shifted and the signs of

elements ofQ on the labels η1• are changed.

that there are exactly eight cylinders in this decomposition, it is therefore enough to show that

each trajectory intersects exactly 2d cycles η rg .

The trajectory in Figure 4.6 intersects the following cycles:

ηmg1, η
m+1
g2 , ηm−1

g3 , ηm+2
g4 , ηm−2

g5 , . . . , ηdgd−1
, η1

gd , ζgd ,

η1
gd+2

, ηdgd+3
, . . . , ηm−2

g2d−3
, ηm+2

g2d−2
, ηm−1

g2d−1
, ηm+1

g2d , η
m
g2d+1

where the sequence g1, . . . , g2d+1 is obtained by (right-)multiplying g successively by

j, −i, k, − j, −1, i, −k . . . , j, 1, −i, k, −1 , k, −i, 1, j, . . . , −k, i, −1, − j, k, −i, j . (∗)

The boxed −1 comes from the intersection with the vertical side labelled as ζgd .

This sequence indeed describes a closed trajectory as g2d+1 = g. Indeed, the product can be

computed from “inside out” by using that −1 is in the centre of Q. We obtain in this way that

g2d+1 = −g · k2 · (−i)2 · 12 · j2 · · · (−i)2 j2. Moreover, the number of times 12 and (−1)2 occur

in this product is (m − 2)/2, which is an even number as m mod 4 = 2, and the total number

of terms is d + 1, which is also an even number. Thus, g2d+1 = g and we conclude that the

cylinder decomposition induced by (−1, 2) has exactly eight cylinders. Moreover, we obtain

that the action of Aut(Ñ (d)) on these waist curves is “well-behaved” in the sense of (2): naming

the trajectory starting on N (d)g as c0g , we get that (ϕh)∗c0g = c0hg .
Now, if r = 1 then N (d)g is sheared horizontally in such a way that the labels ηm+1

g and ηm+1
−gi

end up on the same square. We will consider this square to be the “middle” square and reglue

the surface accordingly. The surfaceT2
h · Ñ (d) is the union of sheared and reglued versions of

N (d)g , for g ∈ Q, that we callT2
h · N

(d)
g . See Figure 4.7 for an illustration.

In general,T2r
h · Ñ (d), for 0 ≤ r < d, is the surface obtained from Ñ (d) by cyclically shifting

the labels on the top sides r times to the right, the ones on the bottom sides r times to the left,

and changing the signs of the elements of Q of every label of the form η s• for 1 ≤ s ≤ r. We

conclude that the cylinder decomposition ofT2r
h · Ñ (d) induced by the direction (−1, 2) consists

of exactly eight cylinders in the same way as for the case r = 0 and denote their waist curves by

crg . The action ofG is then well-behaved in the sense of (2). By construction, (1) also holds.

Let ĉrg = c
r
g − cr−g for g ∈ Q+. It remains to prove (3), (4) and (5) to conclude the proof.

We conjecture that these two conditions hold for every d belonging to the congruence class



104 CHAPTER 4

d = 3 mod 8.

Nevertheless, the previous discussion allows us to compute the intersection numbers ex-

plicitly using a computer. To this end, we use the versions of these conditions in terms of

intersection numbers. To obtain (3) we can compute the intersection numbers 〈ĉrg , η̂ sh〉 for each
0 ≤ r, s ≤ d. Then, we can compute the determinant of the resulting matrix to show that it is

not singular. This matrix also allows us to compute 〈ĉrg , ĉsh〉 by expressing each ĉrg in terms of the

basis {η̂ rg }g∈Q+,1≤r≤d to show (4) and (5). The computations were done for 11 ≤ d ≤ 299. Ob-

serve that d = 35 and d = 203 are the only elements of {11, . . . , 299} satisfying d = 3 mod 8

and not belonging to D, as 2 × 35 =
(8
4

)
and 2 × 203 =

(29
2

)
. In this way, Theorem 4.1.1 is

proved.



Conclusions

We will now brie�y discuss how our work can be extended. We present this discussion in the

same order as the chapters of the thesis.

The computation of the Rauzy–Veech and monodromy groups of strata of Abelian dif-

ferentials is now completely solved. Nevertheless, the analogous question for the image inside

the mapping class group, instead of the symplectic group, remains open. In this context, the

work of Avila, Matheus and Yoccoz [AMY18] shows that the hyperelliptic modular Rauzy–

Veech groups coincide with the orbifold fundamental groups of projectivised versions of the

components. For genus three, such orbifold fundamental groups are explicitly known [LM14].

Moreover, the geometric monodromy groups, that is, the images of the orbifold fundamental groups

inside the mapping class groups are known for higher genus by very recent work of Calderon

[Cal19]. It would be interesting to study how these classi�cations are related to the Teichmüller

geodesic �ow. Thus, we formulate the following question:

Question 1. To which extent can the geometric monodromy groups and the orbifold fundamental groups
be recovered by the Teichmüller geodesic �ow via the modular Rauzy–Veech groups (or similar groups for

a di�erent coding of the �ow)?

For the case of quadratic di�erentials, the simplicity of the Lyapunov spectra and the com-

putation of the Rauzy–Veech and monodromy groups is only partially solved. The techniques

we used for these partial proofs are very similar to the ones used for the Abelian case. While we

conjecture that the Rauzy–Veech groups also coincide with the monodromy groups, we think

that the proof is combinatorially very hard. Therefore, we think that some other coding scheme

needs to be found in order to answer these questions with combinatorial methods. Such a cod-

ing, by veering triangulations, is being actively developed by the author and his coauthors. It is

related to the work by Delecroix and Ulcigrai for hyperelliptic components [DU15].

Summarising, we formulate the following questions:

Question 2. Are the Lyapunov spectra of typical quadratic di�erentials simple?

Question 3. What are the monodromy groups of the components of the strata of quadratic di�erentials

and do they coincide with some groups arising from a coding of the Teichmüller geodesic �ow, such as the

Rauzy–Veech groups?

105
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For arbitrary a�ne invariant submanifolds, the monodromy groups of the Kontsevich–

Zorich cocycle remain elusive. We have shown that some groups of the form SO∗(2d) are
realisable and we think that our techniques can be re�ned to obtain a positive-density set of

d ∈ N. Nevertheless, constructing every group of the form SO∗(2d) will probably require some

other methods. Moreover, Theorem 1.2.20 seems to suggest that, for the case of square-tiled

surfaces, the only realisable groups are Sp(2g), SO∗(2d) and SU(p, q), while the list of possible
groups for general a�ne invariant submanifolds is larger by Theorem 1.2.13. It would be

interesting to know the origin of this discrepancy. Thus, we formulate the following question:

Question 4. Other than those coming from exceptional isomorphisms, are some exterior power repre-

sentations of su(p, 1) or some spin representations of soR(n) realisable as the Lie algebra of the Zariski-
closure of a factor of the monodromy group of a translation surface or of a square-tiled surface?



Bibliography

[Ahl06] AHLFORS, L. V. “Lectures on quasiconformal mappings”. Second. American Mathematical

Society, Providence, RI, 2006. University Lecture Series. ISBN 0-8218-3644-7. Avail-

able from DOI: 10.1090/ulect/038. With supplemental chapters by C. J. Earle, I. Kra,

M. Shishikura and J. H. Hubbard.

[AB60] AHLFORS, L. and BERS, L. “Riemann’s mapping theorem for variable metrics”. Ann.

of Math. (2). 1960, vol. 72, pp. 385–404. Available from DOI: 10.2307/1970141.

[Ale15] ALEXANDER II, J. W. “Normal forms for one- and two-sided surfaces”. Ann. of Math.

(2). 1915, vol. 16, no. 1-4, pp. 158–161. Available from DOI: 10.2307/1968057.

[Ati71] ATIYAH, M. F. “Riemann surfaces and spin structures”. Ann. Sci. École Norm. Sup. (4).

1971, vol. 4, pp. 47–62.

[AG13] AVILA, A. and GOUËZEL, S. “Small eigenvalues of the Laplacian for algebraic mea-

sures in moduli space, and mixing properties of the Teichmüller �ow”. Ann. of Math. (2).

2013, vol. 178, no. 2, pp. 385–442. Available from DOI: 10.4007/annals.2013.178

.2.1.

[AGY06] AVILA, A.; GOUËZEL, S. and YOCCOZ, J.-C. “Exponential mixing for the Teich-

müller �ow”. Publ. Math. Inst. Hautes Études Sci. 2006, no. 104, pp. 143–211. Available

from DOI: 10.1007/s10240-006-0001-5.

[AMY18] AVILA, A.; MATHEUS, C. and YOCCOZ, J.-C. “Zorich conjecture for hyperelliptic

Rauzy–Veech groups”.Math. Ann. 2018, vol. 370, no. 1-2, pp. 785–809. Available from

DOI: 10.1007/s00208-017-1568-5.

[AMY19] AVILA, A.; MATHEUS, C. and YOCCOZ, J.-C. “The Kontsevich–Zorich cocycle over

Veech–McMullen family of symmetric translation surfaces”. J. Mod. Dyn. 2019, vol. 14,

pp. 21–54. Available from DOI: 10.3934/jmd.2019002.

[AR12] AVILA, A. and RESENDE, M. J. “Exponential mixing for the Teichmüller �ow in the

space of quadratic di�erentials”. Comment. Math. Helv. 2012, vol. 87, no. 3, pp. 589–638.

Available from DOI: 10.4171/CMH/263.

107

http://dx.doi.org/10.1090/ulect/038
http://dx.doi.org/10.2307/1970141
http://dx.doi.org/10.2307/1968057
http://dx.doi.org/10.4007/annals.2013.178.2.1
http://dx.doi.org/10.4007/annals.2013.178.2.1
http://dx.doi.org/10.1007/s10240-006-0001-5
http://dx.doi.org/10.1007/s00208-017-1568-5
http://dx.doi.org/10.3934/jmd.2019002
http://dx.doi.org/10.4171/CMH/263


108 BIBLIOGRAPHY

[AV07a] AVILA, A. and VIANA, M. “Simplicity of Lyapunov spectra: a su�cient criterion”. Port.

Math. (N.S.) 2007, vol. 64, no. 3, pp. 311–376. Available from DOI: 10.4171/PM/178

9.

[AV07b] AVILA, A. and VIANA, M. “Simplicity of Lyapunov spectra: proof of the Zorich–

Kontsevich conjecture”. Acta Math. 2007, vol. 198, no. 1, pp. 1–56. Available fromDOI:

10.1007/s11511-007-0012-1.

[Bai+19] BAINBRIDGE, M.; CHEN, D.; GENDRON, Q.; GRUSHEVSKY, S. and MÖLLER,

M. “Strata of k-di�erentials”. 2019, vol. 6, no. 2, pp. 196–233. Available from DOI: 10

.14231/ag-2019-011.

[Ben97] BENOIST, Y. “Propriétés asymptotiques des groupes linéaires”.Geom. Funct. Anal. 1997,

vol. 7, no. 1, pp. 1–47. Available from DOI: 10.1007/PL00001613.

[BGP14] BERRICK, A. J.; GEBHARDT, V. and PARIS, L. “Finite index subgroups of mapping

class groups”. Proc. Lond. Math. Soc. (3). 2014, vol. 108, no. 3, pp. 575–599. Available

from DOI: 10.1112/plms/pdt022.

[BL09] BOISSY, C. and LANNEAU, E. “Dynamics and geometry of the Rauzy–Veech induc-

tion for quadratic di�erentials”. Ergodic Theory Dynam. Systems. 2009, vol. 29, no. 3, pp.

767–816. Available from DOI: 10.1017/S0143385708080565.

[Bra21] BRAHANA, H. R. “Systems of circuits on two-dimensional manifolds”. Ann. of Math.

(2). 1921, vol. 23, no. 2, pp. 144–168. Available from DOI: 10.2307/1968030.

[Cal19] CALDERON, A. “Connected components of strata of Abelian di�erentials over Teichmüller

space”. Preprint. 2019. Available from arXiv: 1901.05482 [math.GT].

[CM14] CHEN, D. and MÖLLER, M. “Quadratic di�erentials in low genus: exceptional and

non-varying strata”. Ann. Sci. Éc. Norm. Supér. (4). 2014, vol. 47, no. 2, pp. 309–369.

Available from DOI: 10.24033/asens.2216.

[DHL14] DELECROIX, V.; HUBERT, P. and LELIÈVRE, S. “Di�usion for the periodic wind-

treemodel”.Ann. Sci. Éc. Norm. Supér. (4). 2014, vol. 47, no. 6, pp. 1085–1110. Available

from DOI: 10.24033/asens.2234.

[DU15] DELECROIX, V. and ULCIGRAI, C. “Diagonal changes for surfaces in hyperelliptic

components: a geometric natural extension of Ferenczi–Zamboni moves”. Geom. Dedi-

cata. 2015, vol. 176, pp. 117–174. Available from DOI: 10.1007/s10711-014-9961

-7.

[DZ15] DELECROIX, V. and ZORICH, A. “Cries and whispers in wind-tree forests”. Preprint.

2015. Available from arXiv: 1502.06405 [math.DS].

[Del80] DELIGNE, P. “La conjecture de Weil. II”. Inst. Hautes Études Sci. Publ. Math. 1980, no.

52, pp. 137–252.

http://dx.doi.org/10.4171/PM/1789
http://dx.doi.org/10.4171/PM/1789
http://dx.doi.org/10.1007/s11511-007-0012-1
http://dx.doi.org/10.14231/ag-2019-011
http://dx.doi.org/10.14231/ag-2019-011
http://dx.doi.org/10.1007/PL00001613
http://dx.doi.org/10.1112/plms/pdt022
http://dx.doi.org/10.1017/S0143385708080565
http://dx.doi.org/10.2307/1968030
https://arxiv.org/abs/1901.05482
http://dx.doi.org/10.24033/asens.2216
http://dx.doi.org/10.24033/asens.2234
http://dx.doi.org/10.1007/s10711-014-9961-7
http://dx.doi.org/10.1007/s10711-014-9961-7
https://arxiv.org/abs/1502.06405


BIBLIOGRAPHY 109

[Dyc88] DYCK, W. von. “Beiträge zur Analysis situs”. Math. Ann. 1888, vol. 32, no. 4, pp. 457–

512. Available from DOI: 10.1007/BF01443580.

[EFW18] ESKIN, A.; FILIP, S. and WRIGHT, A. “The algebraic hull of the Kontsevich–Zorich

cocycle”. Ann. of Math. (2). 2018, vol. 188, no. 1, pp. 281–313. Available from DOI: 1

0.4007/annals.2018.188.1.5.

[EKZ14] ESKIN, A.; KONTSEVICH, M. and ZORICH, A. “Sum of Lyapunov exponents of the

Hodge bundle with respect to the Teichmüller geodesic �ow”. Publ. Math. Inst. Hautes

Études Sci. 2014, vol. 120, pp. 207–333. Available from DOI: 10.1007/s10240-013-0

060-3.

[EM18] ESKIN, A. and MIRZAKHANI, M. “Invariant and stationary measures for the SL(2, R)
action on moduli space”. Publ. Math. Inst. Hautes Études Sci. 2018, vol. 127, pp. 95–324.

Available from DOI: 10.1007/s10240-018-0099-2.

[EMM15] ESKIN, A.; MIRZAKHANI, M. and MOHAMMADI, A. “Isolation, equidistribution,

and orbit closures for the SL(2, R) action on moduli space”. Ann. of Math. (2). 2015,

vol. 182, no. 2, pp. 673–721. Available from DOI: 10.4007/annals.2015.182.2.7.

[FM12] FARB, B. and MARGALIT, D. “A primer on mapping class groups”. Princeton University

Press, Princeton, NJ, 2012. PrincetonMathematical Series. ISBN 978-0-691-14794-9.

[FN03] FENCHEL,W. andNIELSEN, J. “Discontinuous groups of isometries in the hyperbolic plane”.

Walter de Gruyter & Co., Berlin, 2003. De Gruyter Studies in Mathematics. ISBN 3-

11-017526-6. Edited and with a preface by Asmus L. Schmidt, Biography of the authors

by Bent Fuglede.

[Fil16] FILIP, S. “Splitting mixed Hodge structures over a�ne invariant manifolds”. Ann. of

Math. (2). 2016, vol. 183, no. 2, pp. 681–713. Available from DOI: 10.4007/annals

.2016.183.2.5.

[Fil17] FILIP, S. “Zero Lyapunov exponents and monodromy of the Kontsevich–Zorich cocy-

cle”. Duke Math. J. 2017, vol. 166, no. 4. Available from DOI: 10.1215/00127094-371

5806.

[FFM18] FILIP, S.; FORNI, G. and MATHEUS, C. “Quaternionic covers and monodromy of

the Kontsevich–Zorich cocycle in orthogonal groups”. J. Eur. Math. Soc. (JEMS). 2018,

vol. 20, no. 1, pp. 165–198. Available from DOI: 10.4171/JEMS/763.

[For02] FORNI, G. “Deviation of ergodic averages for area-preserving �ows on surfaces of higher

genus”. Ann. of Math. (2). 2002, vol. 155, no. 1, pp. 1–103. Available from DOI: 10.23

07/3062150.

[FM14] FORNI, G. andMATHEUS, C. “Introduction to Teichmüller theory and its applications

to dynamics of interval exchange transformations, �ows on surfaces and billiards”. J. Mod.

Dyn. 2014, vol. 8, no. 3-4, pp. 271–436. Available from DOI: 10.3934/jmd.2014.8.2

71.

http://dx.doi.org/10.1007/BF01443580
http://dx.doi.org/10.4007/annals.2018.188.1.5
http://dx.doi.org/10.4007/annals.2018.188.1.5
http://dx.doi.org/10.1007/s10240-013-0060-3
http://dx.doi.org/10.1007/s10240-013-0060-3
http://dx.doi.org/10.1007/s10240-018-0099-2
http://dx.doi.org/10.4007/annals.2015.182.2.7
http://dx.doi.org/10.4007/annals.2016.183.2.5
http://dx.doi.org/10.4007/annals.2016.183.2.5
http://dx.doi.org/10.1215/00127094-3715806
http://dx.doi.org/10.1215/00127094-3715806
http://dx.doi.org/10.4171/JEMS/763
http://dx.doi.org/10.2307/3062150
http://dx.doi.org/10.2307/3062150
http://dx.doi.org/10.3934/jmd.2014.8.271
http://dx.doi.org/10.3934/jmd.2014.8.271


110 BIBLIOGRAPHY

[Grö28a] GRÖTZSCH, H. “Über einige Extremalprobleme der konformen Abbildung. I”. Ber.

Verh. Sachs. Akad. Wiss. Leipzig. Math.-Phys. Kl. 1928, vol. 80, pp. 367–376.

[Grö28b] GRÖTZSCH, H. “Über einige Extremalprobleme der konformen Abbildung. II”. Ber.

Verh. Sachs. Akad. Wiss. Leipzig. Math.-Phys. Kl. 1928, vol. 80, pp. 497–502.

[Gro02] GROVE, L. C. “Classical groups and geometric algebra”. American Mathematical Society,

Providence, RI, 2002. Graduate Studies in Mathematics. ISBN 0-8218-2019-2.

[Gut17] GUTIÉRREZ-ROMO, R. “Simplicity of the Lyapunov spectra of certain quadratic di�eren-

tials”. Preprint. 2017. Available from arXiv: 1711.02006 [math.DS].

[Gut19a] GUTIÉRREZ-ROMO, R. “A family of quaternionic monodromy groups of the

Kontsevich–Zorich cocycle”. J. Mod. Dyn. 2019, vol. 14, pp. 227–242. Available from

DOI: 10.3934/jmd.2019008.

[Gut19b] GUTIÉRREZ-ROMO, R. “Classi�cation of Rauzy–Veech groups: proof of the Zorich

conjecture”. Invent. Math. 2019, vol. 215, no. 3, pp. 741–778. Available from DOI: 10

.1007/s00222-018-0836-7.

[Gut84] GUTKIN, E. “Billiards on almost integrable polyhedral surfaces”. Ergodic Theory Dynam.

Systems. 1984, vol. 4, no. 4, pp. 569–584. Available from DOI: 10.1017/S0143385700

002650.

[GJ96] GUTKIN, E. and JUDGE, C. “The geometry and arithmetic of translation surfaces with

applications to polygonal billiards”. Math. Res. Lett. 1996, vol. 3, no. 3, pp. 391–403.

Available from DOI: 10.4310/MRL.1996.v3.n3.a8.

[GJ00] GUTKIN, E. and JUDGE, C. “A�ne mappings of translation surfaces: geometry and

arithmetic”. Duke Math. J. 2000, vol. 103, no. 2, pp. 191–213. Available from DOI: 10

.1215/S0012-7094-00-10321-3.

[Hop26] HOPF, H. “Zum Cli�ord–Kleinschen Raumproblem”. Math. Ann. 1926, vol. 95, no. 1,

pp. 313–339. Available from DOI: 10.1007/BF01206614.

[Hub06] HUBBARD, J. H. “Teichmüller theory and applications to geometry, topology, and dynamics.

Vol. 1”. Matrix Editions, Ithaca, NY, 2006. ISBN 978-0-9715766-2-9; 0-9715766-2-

9. Teichmüller theory. With contributions by Adrien Douady, William Dunbar, Roland

Roeder, Sylvain Bonnot, David Brown, Allen Hatcher, Chris Hruska and Sudeb Mitra.

With forewords by William Thurston and Cli�ord Earle.

[Hub16] HUBBARD, J. H. “Teichmüller theory and applications to geometry, topology, and dynamics.

Vol. 2”. Matrix Editions, Ithaca, NY, 2016. ISBN 978-1-943863-00-6. Surface home-

omorphisms and rational functions.

[IT92] IMAYOSHI, Y. and TANIGUCHI, M. “An introduction to Teichmüller spaces”. Springer-

Verlag, Tokyo, 1992. ISBN 4-431-70088-9. Available from DOI: 10.1007/978-4-43

1-68174-8. Translated and revised from the Japanese by the authors.

https://arxiv.org/abs/1711.02006
http://dx.doi.org/10.3934/jmd.2019008
http://dx.doi.org/10.1007/s00222-018-0836-7
http://dx.doi.org/10.1007/s00222-018-0836-7
http://dx.doi.org/10.1017/S0143385700002650
http://dx.doi.org/10.1017/S0143385700002650
http://dx.doi.org/10.4310/MRL.1996.v3.n3.a8
http://dx.doi.org/10.1215/S0012-7094-00-10321-3
http://dx.doi.org/10.1215/S0012-7094-00-10321-3
http://dx.doi.org/10.1007/BF01206614
http://dx.doi.org/10.1007/978-4-431-68174-8
http://dx.doi.org/10.1007/978-4-431-68174-8


BIBLIOGRAPHY 111

[Joh80] JOHNSON, D. “Spin structures and quadratic forms on surfaces”. J. London Math. Soc.

(2). 1980, vol. 22, no. 2, pp. 365–373. Available from DOI: 10.1112/jlms/s2-22.2

.365.

[Kil91] KILLING,W. “Ueber die Cli�ord–Klein’schen Raumformen”.Math. Ann. 1891, vol. 39,

no. 2, pp. 257–278. Available from DOI: 10.1007/BF01206655.

[Koe09] KOEBE, P. “Über die Uniformisierung der algebraischen Kurven. I”. Math. Ann. 1909,

vol. 67, no. 2, pp. 145–224. Available from DOI: 10.1007/BF01450180.

[Koe10a] KOEBE, P. “Über die Uniformisierung beliebiger analytischer Kurven. Erster Teil: Das

allgemeine Uniformisierungsprinzip”. J. Reine Angew. Math. 1910, vol. 138, pp. 192–

254. Available from DOI: 10.1515/crll.1910.138.192.

[Koe10b] KOEBE, P. “Über die Uniformisierung der algebraischen Kurven. II”.Math. Ann. 1910,

vol. 69, no. 1, pp. 1–81. Available from DOI: 10.1007/BF01455152.

[Koe11] KOEBE, P. “Über die Uniformisierung beliebiger analytischer Kurven. Zweiter Teil: Die

zentralen Uniformisierungsprobleme”. J. Reine Angew. Math. 1911, vol. 139. Available

from DOI: 10.1515/crll.1911.139.251.

[Koe12] KOEBE, P. “Über die Uniformisierung der algebraischen Kurven. III”.Math. Ann. 1912,

vol. 72, no. 4, pp. 437–516. Available from DOI: 10.1007/BF01456673.

[Koe14] KOEBE, P. “Über die Uniformisierung der algebraischen Kurven. IV”.Math. Ann. 1914,

vol. 75, no. 1, pp. 42–129. Available from DOI: 10.1007/BF01564522.

[Kon97] KONTSEVICH, M. “Lyapunov exponents and Hodge theory”. In: The mathematical

beauty of physics (Saclay, 1996). World Sci. Publ., River Edge, NJ, 1997, vol. 24, pp. 318–

332. Adv. Ser. Math. Phys.

[KZ97] KONTSEVICH, M. and ZORICH, A. “Lyapunov exponents and Hodge theory”. Preprint.

1997. Available from arXiv: hep-th/9701164 [hep-th].

[KZ03] KONTSEVICH, M. and ZORICH, A. “Connected components of the moduli spaces of

Abelian di�erentials with prescribed singularities”. Invent. Math. 2003, vol. 153, no. 3,

pp. 631–678. Available from DOI: 10.1007/s00222-003-0303-x.

[Lab13] LABOURIE, F. “Lectures on representations of surface groups”. European Mathematical So-

ciety (EMS), Zürich, 2013. Zurich Lectures in Advanced Mathematics. ISBN 978-3-

03719-127-9. Available from DOI: 10.4171/127.

[Lan04] LANNEAU, E. “Hyperelliptic components of themoduli spaces of quadratic di�erentials

with prescribed singularities”. Comment. Math. Helv. 2004, vol. 79, no. 3, pp. 471–501.

Available from DOI: 10.1007/s00014-004-0806-0.

[Lan08] LANNEAU, E. “Connected components of the strata of the moduli spaces of quadratic

di�erentials”. Ann. Sci. Éc. Norm. SupÉr. (4). 2008, vol. 41, no. 1, pp. 1–56. Available

from DOI: 10.24033/asens.2062.

http://dx.doi.org/10.1112/jlms/s2-22.2.365
http://dx.doi.org/10.1112/jlms/s2-22.2.365
http://dx.doi.org/10.1007/BF01206655
http://dx.doi.org/10.1007/BF01450180
http://dx.doi.org/10.1515/crll.1910.138.192
http://dx.doi.org/10.1007/BF01455152
http://dx.doi.org/10.1515/crll.1911.139.251
http://dx.doi.org/10.1007/BF01456673
http://dx.doi.org/10.1007/BF01564522
https://arxiv.org/abs/hep-th/9701164
http://dx.doi.org/10.1007/s00222-003-0303-x
http://dx.doi.org/10.4171/127
http://dx.doi.org/10.1007/s00014-004-0806-0
http://dx.doi.org/10.24033/asens.2062


112 BIBLIOGRAPHY

[LM14] LOOIJENGA, E. and MONDELLO, G. “The �ne structure of the moduli space of

abelian di�erentials in genus 3”. Geom. Dedicata. 2014, vol. 169, pp. 109–128. Avail-

able from DOI: 10.1007/s10711-013-9845-2.

[Mas82] MASUR, H. “Interval exchange transformations and measured foliations”. Ann. of Math.

(2). 1982, vol. 115, no. 1, pp. 169–200. Available from DOI: 10.2307/1971341.

[MYZ14] MATHEUS, C.; YOCCOZ, J.-C. and ZMIAIKOU, D. “Homology of origamis with

symmetries”.Ann. Inst. Fourier (Grenoble). 2014, vol. 64, no. 3, pp. 1131–1176. Available

from DOI: 10.5802/aif.2876.

[MYZ16] MATHEUS, C.; YOCCOZ, J.-C. and ZMIAIKOU, D. “Corrigendum to ‘Homology of

origamis with symmetries’”. Ann. Inst. Fourier (Grenoble). 2016, vol. 66, no. 3. Available

from DOI: 10.5802/aif.3038.

[Mor38] MORREY Jr., C. B. “On the solutions of quasi-linear elliptic partial di�erential equa-

tions”. Trans. Amer. Math. Soc. 1938, vol. 43, no. 1, pp. 126–166. Available from DOI:

10.2307/1989904.

[Mum07] MUMFORD, D. “Tata lectures on theta. I”. Birkhäuser Boston, Inc., Boston, MA, 2007.

Modern Birkhäuser Classics. Available fromDOI: 10.1007/978-0-8176-4578-6. With

the collaboration of C. Musili, M. Nori, E. Previato andM. Stillman, Reprint of the 1983

edition.

[Mun60] MUNKRES, J. “Obstructions to the smoothing of piecewise-di�erentiable homeomor-

phisms”. Ann. of Math. (2). 1960, vol. 72, pp. 521–554. Available from DOI: 10.2307

/1970228.

[Ose68] OSELEDEC, V. I. “A multiplicative ergodic theorem. Characteristic Ljapunov, expo-

nents of dynamical systems”. Trudy Moskov. Mat. Obšč. 1968, vol. 19, pp. 179–210.

[PS15] PAPADOPOULOS, A. and SU, W. “On the Finsler structure of Teichmüller’s metric

and Thurston’s metric”. Expo. Math. 2015, vol. 33, no. 1, pp. 30–47. Available from

DOI: 10.1016/j.exmath.2013.12.007.

[PS03] PETERS, C. A. M. and STEENBRINK, J. H. M. “Monodromy of variations of Hodge

structure”. Acta Appl. Math. 2003, vol. 75, no. 1–3, pp. 183–194. Available from DOI:

10.1023/A:1022344213544.

[Poi08] POINCARÉ, H. “Sur l’uniformisation des fonctions analytiques”. Acta Math. 1908,

vol. 31, no. 1, pp. 1–63. Available from DOI: 10.1007/BF02415442.

[Rau77] RAUZY, G. “Une généralisation du développement en fraction continue”. In: Séminaire

Delange–Pisot–Poitou, 18e année: 1976/77, Théorie des nombres, Fasc. 1. Secrétariat Math.,

Paris, 1977, Exp. No. 15, 16.

[Rau79] RAUZY, G. “Échanges d’intervalles et transformations induites”. Acta Arith. 1979,

vol. 34, no. 4, pp. 315–328. Available from DOI: 10.4064/aa-34-4-315-328.

http://dx.doi.org/10.1007/s10711-013-9845-2
http://dx.doi.org/10.2307/1971341
http://dx.doi.org/10.5802/aif.2876
http://dx.doi.org/10.5802/aif.3038
http://dx.doi.org/10.2307/1989904
http://dx.doi.org/10.1007/978-0-8176-4578-6
http://dx.doi.org/10.2307/1970228
http://dx.doi.org/10.2307/1970228
http://dx.doi.org/10.1016/j.exmath.2013.12.007
http://dx.doi.org/10.1023/A:1022344213544
http://dx.doi.org/10.1007/BF02415442
http://dx.doi.org/10.4064/aa-34-4-315-328


BIBLIOGRAPHY 113

[Tei40] TEICHMÜLLER, O. “Extremale quasikonforme Abbildungen und quadratische Di�er-

entiale”. Abh. Preuss. Akad. Wiss. Math.-Nat. Kl. 1940, vol. 1939, no. 22, pp. 197.

[Tei43] TEICHMÜLLER, O. “Bestimmung der extremalen quasikonformen Abbildungen bei

geschlossenen orientierten Riemannschen Flächen”. Abh. Preuss. Akad. Wiss. Math.-Nat.

Kl. 1943, vol. 1943, no. 4, pp. 42.

[Tei44] TEICHMÜLLER, O. “Veränderliche Riemannsche Flächen”. Deutsche Math. 1944,

vol. 7, pp. 344–359.

[Thu88] THURSTON, W. P. “On the geometry and dynamics of di�eomorphisms of surfaces”.

Bull. Amer. Math. Soc. (N.S.) 1988, vol. 19, no. 2, pp. 417–431. Available from DOI: 10

.1090/S0273-0979-1988-15685-6.

[Tre13] TREVIÑO, R. “On the non-uniform hyperbolicity of the Kontsevich–Zorich cocycle

for quadratic di�erentials”.Geom. Dedicata. 2013, vol. 163, pp. 311–338. Available from

DOI: 10.1007/s10711-012-9751-z.

[Vee82] VEECH, W. A. “Gauss measures for transformations on the space of interval exchange

maps”. Ann. of Math. (2). 1982, vol. 115, no. 1, pp. 201–242. Available from DOI: 10

.2307/1971391.

[Vee86] VEECH, W. A. “The Teichmüller geodesic �ow”. Ann. of Math. (2). 1986, vol. 124, no.

3, pp. 441–530. Available from DOI: 10.2307/2007091.

[Vee87] VEECH, W. A. “Boshernitzan’s criterion for unique ergodicity of an interval exchange

transformation”. Ergodic Theory Dynam. Systems. 1987, vol. 7, no. 1, pp. 149–153. Avail-

able from DOI: 10.1017/S0143385700003862.

[Vee89] VEECH,W. A. “Teichmüller curves inmoduli space, Eisenstein series and an application

to triangular billiards”. Invent. Math. 1989, vol. 97, no. 3, pp. 553–583. Available from

DOI: 10.1007/BF01388890.

[Vee90] VEECH,W. A. “Moduli spaces of quadratic di�erentials”. J. Analyse Math. 1990, vol. 55,

pp. 117–171. Available from DOI: 10.1007/BF02789200.

[Vee91] VEECH, W. A. “Erratum: ‘Teichmüller curves in moduli space, Eisenstein series and an

application to triangular billiards’”. Invent. Math. 1991, vol. 103, no. 2, pp. 447. Available

from DOI: 10.1007/BF01239521.

[Via06] VIANA, M. “Ergodic theory of interval exchange maps”. Rev. Mat. Complut. 2006,

vol. 19, no. 1, pp. 7–100. Available from DOI: 10.5209/rev_REMA.2006.v19.n1

.16621.

[Whi61] WHITEHEAD, J. H. C. “Manifolds with transverse �elds in euclidean space”. Ann. of

Math. (2). 1961, vol. 73, pp. 154–212. Available from DOI: 10.2307/1970286.

http://dx.doi.org/10.1090/S0273-0979-1988-15685-6
http://dx.doi.org/10.1090/S0273-0979-1988-15685-6
http://dx.doi.org/10.1007/s10711-012-9751-z
http://dx.doi.org/10.2307/1971391
http://dx.doi.org/10.2307/1971391
http://dx.doi.org/10.2307/2007091
http://dx.doi.org/10.1017/S0143385700003862
http://dx.doi.org/10.1007/BF01388890
http://dx.doi.org/10.1007/BF02789200
http://dx.doi.org/10.1007/BF01239521
http://dx.doi.org/10.5209/rev_REMA.2006.v19.n1.16621
http://dx.doi.org/10.5209/rev_REMA.2006.v19.n1.16621
http://dx.doi.org/10.2307/1970286


114 BIBLIOGRAPHY

[Wri15] WRIGHT, A. “Translation surfaces and their orbit closures: an introduction for a broad

audience”. EMS Surv. Math. Sci. 2015, vol. 2, no. 1, pp. 63–108. Available from DOI:

10.4171/EMSS/9.

[Yoc10] YOCCOZ, J.-C. “Interval exchange maps and translation surfaces”. In: Homogeneous

�ows, moduli spaces and arithmetic. Amer.Math. Soc., Providence, RI, 2010, vol. 10, pp. 1–

69. Clay Math. Proc.

[Zor06] ZORICH, A. “Flat surfaces”. In: Frontiers in number theory, physics, and geometry. I.

Springer, Berlin, 2006, pp. 437–583. Available from DOI: 10.1007/978-3-540-3

1347-2_13.

[Zor08] ZORICH, A. “Explicit Jenkins–Strebel representatives of all strata of Abelian and

quadratic di�erentials”. J. Mod. Dyn. 2008, vol. 2, no. 1, pp. 139–185. Available from

DOI: 10.3934/jmd.2008.2.139.

http://dx.doi.org/10.4171/EMSS/9
http://dx.doi.org/10.1007/978-3-540-31347-2_13
http://dx.doi.org/10.1007/978-3-540-31347-2_13
http://dx.doi.org/10.3934/jmd.2008.2.139


Appendix A

Base cases for Rauzy–Veech groups of
minimal strata

In this appendix we will explicitly state some computations for the base cases of the induction

used to prove Theorem 2.1.4. Speci�cally, these facts were used to show that some permuta-

tions belong to the desired minimal strata and that the modulo-two reduction of the Rauzy–

Veech groups are the entirety of the orthogonal groups.

It is possible to �nd all elements of NS(τ (d)) for small values of d by hand. This was done

to �nd the base cases of the induction in Lemma 2.4.1. In particular:

Fact 1. NS(τ (6)) consists of 36 elements, which, written on the basis (eα)6α=1, are:

(1, 0, 0, 0, 0, 0), (0, 1, 0, 0, 0, 0), (1, 1, 0, 0, 0, 0), (0, 0, 1, 0, 0, 0), (1, 0, 1, 0, 0, 0), (0, 1, 1, 0, 0, 0)
(0, 0, 0, 1, 0, 0), (1, 0, 0, 1, 0, 0), (1, 1, 0, 1, 0, 0), (1, 0, 1, 1, 0, 0), (0, 0, 0, 0, 1, 0), (1, 0, 0, 0, 1, 0)
(1, 1, 0, 0, 1, 0), (1, 0, 1, 0, 1, 0), (0, 0, 0, 1, 1, 0), (1, 1, 1, 1, 1, 0), (0, 0, 0, 0, 0, 1), (1, 0, 0, 0, 0, 1)
(0, 1, 0, 0, 0, 1), (0, 0, 1, 0, 0, 1), (0, 0, 0, 1, 0, 1), (0, 1, 0, 1, 0, 1), (1, 1, 0, 1, 0, 1), (0, 0, 1, 1, 0, 1)
(1, 0, 1, 1, 0, 1), (1, 1, 1, 1, 0, 1), (0, 0, 0, 0, 1, 1), (0, 1, 0, 0, 1, 1), (1, 1, 0, 0, 1, 1), (0, 0, 1, 0, 1, 1)
(1, 0, 1, 0, 1, 1), (1, 1, 1, 0, 1, 1), (1, 1, 0, 1, 1, 1), (1, 0, 1, 1, 1, 1), (0, 1, 1, 1, 1, 1), (1, 1, 1, 1, 1, 1).

Fact 2. NS(σ (8)) consists of 120 elements, which, written on the basis (eα)8α=1, are:

(1, 0, 0, 0, 0, 0, 0, 0), (0, 1, 0, 0, 0, 0, 0, 0), (1, 1, 0, 0, 0, 0, 0, 0), (0, 0, 1, 0, 0, 0, 0, 0)
(1, 0, 1, 0, 0, 0, 0, 0), (0, 1, 1, 0, 0, 0, 0, 0), (0, 0, 0, 1, 0, 0, 0, 0), (1, 0, 0, 1, 0, 0, 0, 0)
(0, 1, 0, 1, 0, 0, 0, 0), (0, 0, 1, 1, 0, 0, 0, 0), (0, 0, 0, 0, 1, 0, 0, 0), (1, 0, 0, 0, 1, 0, 0, 0)
(0, 1, 0, 0, 1, 0, 0, 0), (0, 0, 1, 0, 1, 0, 0, 0), (0, 0, 0, 1, 1, 0, 0, 0), (1, 1, 1, 1, 1, 0, 0, 0)
(0, 0, 0, 0, 0, 1, 0, 0), (1, 0, 0, 0, 0, 1, 0, 0), (1, 1, 0, 0, 0, 1, 0, 0), (1, 0, 1, 0, 0, 1, 0, 0)
(1, 0, 0, 1, 0, 1, 0, 0), (0, 1, 1, 1, 0, 1, 0, 0), (1, 0, 0, 0, 1, 1, 0, 0), (0, 1, 1, 0, 1, 1, 0, 0)
(0, 1, 0, 1, 1, 1, 0, 0), (0, 0, 1, 1, 1, 1, 0, 0), (0, 1, 1, 1, 1, 1, 0, 0), (1, 1, 1, 1, 1, 1, 0, 0)
(0, 0, 0, 0, 0, 0, 1, 0), (1, 0, 0, 0, 0, 0, 1, 0), (1, 1, 0, 0, 0, 0, 1, 0), (1, 0, 1, 0, 0, 0, 1, 0)
(1, 0, 0, 1, 0, 0, 1, 0), (0, 1, 1, 1, 0, 0, 1, 0), (1, 0, 0, 0, 1, 0, 1, 0), (0, 1, 1, 0, 1, 0, 1, 0)
(0, 1, 0, 1, 1, 0, 1, 0), (0, 0, 1, 1, 1, 0, 1, 0), (0, 1, 1, 1, 1, 0, 1, 0), (1, 1, 1, 1, 1, 0, 1, 0)
(0, 0, 0, 0, 0, 1, 1, 0), (1, 1, 1, 0, 0, 1, 1, 0), (1, 1, 0, 1, 0, 1, 1, 0), (1, 0, 1, 1, 0, 1, 1, 0)
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(0, 1, 1, 1, 0, 1, 1, 0), (1, 1, 1, 1, 0, 1, 1, 0), (1, 1, 0, 0, 1, 1, 1, 0), (1, 0, 1, 0, 1, 1, 1, 0)
(0, 1, 1, 0, 1, 1, 1, 0), (1, 1, 1, 0, 1, 1, 1, 0), (1, 0, 0, 1, 1, 1, 1, 0), (0, 1, 0, 1, 1, 1, 1, 0)
(1, 1, 0, 1, 1, 1, 1, 0), (0, 0, 1, 1, 1, 1, 1, 0), (1, 0, 1, 1, 1, 1, 1, 0), (0, 1, 1, 1, 1, 1, 1, 0)
(0, 0, 0, 0, 0, 0, 0, 1), (1, 0, 0, 0, 0, 0, 0, 1), (0, 1, 0, 0, 0, 0, 0, 1), (0, 0, 1, 0, 0, 0, 0, 1)
(0, 0, 0, 1, 0, 0, 0, 1), (1, 1, 1, 1, 0, 0, 0, 1), (0, 0, 0, 0, 1, 0, 0, 1), (1, 1, 1, 0, 1, 0, 0, 1)
(1, 1, 0, 1, 1, 0, 0, 1), (1, 0, 1, 1, 1, 0, 0, 1), (0, 1, 1, 1, 1, 0, 0, 1), (1, 1, 1, 1, 1, 0, 0, 1)
(0, 0, 0, 0, 0, 1, 0, 1), (0, 1, 0, 0, 0, 1, 0, 1), (1, 1, 0, 0, 0, 1, 0, 1), (0, 0, 1, 0, 0, 1, 0, 1)
(1, 0, 1, 0, 0, 1, 0, 1), (1, 1, 1, 0, 0, 1, 0, 1), (0, 0, 0, 1, 0, 1, 0, 1), (1, 0, 0, 1, 0, 1, 0, 1)
(1, 1, 0, 1, 0, 1, 0, 1), (1, 0, 1, 1, 0, 1, 0, 1), (0, 0, 0, 0, 1, 1, 0, 1), (1, 0, 0, 0, 1, 1, 0, 1)
(1, 1, 0, 0, 1, 1, 0, 1), (1, 0, 1, 0, 1, 1, 0, 1), (1, 0, 0, 1, 1, 1, 0, 1), (0, 1, 1, 1, 1, 1, 0, 1)
(0, 0, 0, 0, 0, 0, 1, 1), (0, 1, 0, 0, 0, 0, 1, 1), (1, 1, 0, 0, 0, 0, 1, 1), (0, 0, 1, 0, 0, 0, 1, 1)
(1, 0, 1, 0, 0, 0, 1, 1), (1, 1, 1, 0, 0, 0, 1, 1), (0, 0, 0, 1, 0, 0, 1, 1), (1, 0, 0, 1, 0, 0, 1, 1)
(1, 1, 0, 1, 0, 0, 1, 1), (1, 0, 1, 1, 0, 0, 1, 1), (0, 0, 0, 0, 1, 0, 1, 1), (1, 0, 0, 0, 1, 0, 1, 1)
(1, 1, 0, 0, 1, 0, 1, 1), (1, 0, 1, 0, 1, 0, 1, 1), (1, 0, 0, 1, 1, 0, 1, 1), (0, 1, 1, 1, 1, 0, 1, 1)
(1, 1, 0, 0, 0, 1, 1, 1), (1, 0, 1, 0, 0, 1, 1, 1), (0, 1, 1, 0, 0, 1, 1, 1), (1, 1, 1, 0, 0, 1, 1, 1)
(1, 0, 0, 1, 0, 1, 1, 1), (0, 1, 0, 1, 0, 1, 1, 1), (1, 1, 0, 1, 0, 1, 1, 1), (0, 0, 1, 1, 0, 1, 1, 1)
(1, 0, 1, 1, 0, 1, 1, 1), (0, 1, 1, 1, 0, 1, 1, 1), (1, 0, 0, 0, 1, 1, 1, 1), (0, 1, 0, 0, 1, 1, 1, 1)
(1, 1, 0, 0, 1, 1, 1, 1), (0, 0, 1, 0, 1, 1, 1, 1), (1, 0, 1, 0, 1, 1, 1, 1), (0, 1, 1, 0, 1, 1, 1, 1)
(0, 0, 0, 1, 1, 1, 1, 1), (1, 0, 0, 1, 1, 1, 1, 1), (0, 1, 0, 1, 1, 1, 1, 1), (0, 0, 1, 1, 1, 1, 1, 1).

Proving that {eα}Q
(d)

α∈A = NS(π(d)) for the base cases of the induction can be done as follows:

we start with the set S1 = {eα}α∈A, which is contained in {eα}Q
(d)

α∈A. We de�ne the set Sk+1 as the

union of Sk with the set of vectors of the form v + eα , where v ∈ Sk andQ(v + eα) = 1. Clearly,

Sk ⊆ {eα}Q
(d)

α∈A for each k and, after a small number of iterations, it must be equal to {eα}Q
(d)

α∈A.

We can then check that {eα}Q
(d)

α∈A = NS(π(d)).
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